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Synopsis
It is assumed that a photon has an electrical field vector rotating in a plane perpendicular 

to its direction of propagation and a magnetic field vector in the same plane perpendicular to 
the electrical one. The hypothesis is based on the discovery in 1931 by A. Kastler and other 
scientists that radiation can exchange angular momentum with matter. When now a photon 
traverses molecules which contain pairs of screw-like arranged permanent dipoles the electrical 
vector becomes twisted according to the chirality of the screw.

The hypothesis is tested on substances whose absolute configuration is known from other 
sources. In cases where there is no doubt about the chirality of the molecular quadrupole, e.g. 
zso-serine, the results concerning the connection between configuration and sense of optical 
rotation turns out to be correct. In other cases, e.g. serine, nothing definite can be said at present.

Application of the method to 1,2 XX-cyclohexane (X = OH or COOH) leads to a cis-trans 
assignment of the isomers which agrees with that arrived at in a preceding paper in these com­
munications and disagrees with the currently accepted one.
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In a theoretical investigation based on the then existing knowledge of 
quantum theory Iainstein(1) proved, in 1917, that radiation could exchange 
translational momentum with molecules. This lead him to designate the 
radiation as a “Nadelstrahlung”. He even went so far as to state that “Kugel- 
wellen gibt es nicht”. His views were later confirmed experimentally by the 
discovery of the Compton-elïect and it became custumary to denote the 
radiation corpuscles as photons.

In 1931 a number of authors, among which were the Nobel Prize winners 
A. Kastler(2,3) and C. V. Raman(4), interpreted well established experi­
mental evidence as meaning that photons not only had translational but 
also angular momentum. Kastler and O. R. Frisch<3> found, indepen­
dently of each other, that the angular momentum had a component in the 
longitudinal direction but none in the transversal direction. To the writer 
this seems to make it natural or even necessary to assume that photons are 
endowed not only with mass as stated by Einstein and confirmed by Comp­
ton’s experiments, but that they also have some kind of structure.

As a reasonable structure the writer ventures to propose the following 
hypothesis : A photon posesses an electric field-vector which is perpendicular 
to its direction of propagation and rotates around that direction. It is there­
fore supposed to describe a screw surface which corresponds either to a 
right-handed (d-) or to a left-handed (Z-) screw corresponding to the two 
kinds of circular polarized light. The pitch of the screws equals the wave­
length of the light in question. Ordinary light is then considered to be a 
random mixture of d- and /-photons. In circular polarized light one of the 
two kinds is suppressed more or less completely. In linear polarized light 
d- and Z- photons are pairwise coupled to each other so that the phases of 
their electrical vectors are always symmetric with respect to the plane of 
polarization. In stead of that one may just as well consider linearly polarized 
light as composed of photons whose electric held vectors are always in the 
plane of polarization and perpendicular to the direction of the light-ray, 
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while their amplitudes oscillate. It should be remembered that the wave­
length of light ordinarily used in polarimetry is roughly one thousand times 
as large as the cross sections of ordinary molecules. Il follows from this 
that the phase of the rotating or oscillating electric field vector should remain 
nearly unchanged during the passage of a photon through a molecule pro­
vided that they do not interact with each other during the passage.

It should also be remembered that a photon can only interact with dipoles 
having vector-components perpendicular to the direction of its propagation. This 
follows from the circumstance mentioned above that it can only exchange angular 
momentum with the surroundings in the longitudinal but not in the transversal 
direction. This same circumstance makes the socalled Fischer-projection particul­
arly well suited for discussions of the sense of optical rotation of molecules with one 
socalled asymmetry centre.

When now photons belonging to a linear polarized light ray pass a mole­
cule which has a permanent dipole they may be exposed to orientating 
forces from the dipole and may exchange angular momentum with it. If, 
however, the ray has a macroscopic cross section and impinges on an 
ensemble of polar molecules performing independent rotational Brownian 
movements the orientating forces from the individual molecyles must cancel 
each other if the dipoles have not been regimented by an electrical field 
from the outside. Thus in case of molecules with only one permanent dipole 
there will be no net rotation of the plane of polarization when the ray passes 
the ensemble.

In the case of molecules which contain quadrupoles or, as we may also 
say, pairs of dipoles, the situation is different. We consider a dipole as a 
vector which points against the negative end of the dipole. A dipole around 
a carbon atom arises when negative electricity is displaced from the elec­
tronic cloud of an electropositive group or atom through that of the C atom 
unto the electronic cloud of the electronegative group or atom. This means 
that the vectors we have to consider roughly coincide with the edges of the 
classical tetrahedron. Thus, even in the case of only one asymmetric C atom, 
there may be two dipoles in a distance from each other. Such a pair of dipoles 
may be said to have the chirality of a lefthanded (/-) or a righthanded (c/-) 
screw. The line which is perpendicular to both dipoles is the screw axis 
and from a figure it is easily seen whether the chirality is d- or /-. If now 
a photon belonging to a linear polarized ray of light traverses such a mole­
cule its electric field vector must be twisted to the right or to the left according 
to whether the chirality of the quadrupole is (/- or /-. But this means also that 
the plane of polarization is twisted either to the right or to the left. In the 
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former case the molecule is, by convention, designated as laevorotatory 
or (-), in the latter one as dextro-rotatory or (+).

The twist caused by permanent screw-like quadrupoles depends on the 
orientation of the screw axis relative to the direction of propagation of the 
photons or, which is the same, the direction of the light-ray. If the former is 
perpendicular to the latter the twist must be zero. But if the screw axis of 
the quadropole is orientated in parallel to the direction of the ray the twist 
has its maximum value, which is the same and has the same direction 
whether the photon enters the molecule from one end of the screw-axis 
or from the other. This means of course that there is no compensation of 
the twisting forces when a ray of macroscopic cross section impinges on an 
ensemble of molecules whose screw-like quadropoles are orientated at 
random, which they must be when the quadrupoles are fixed relative to 
the skeleton of the molecule in the solution or in the gas in question when it 
is diluted enough to make the intermolecular forces to be of no account.

Some years ago J. H. Brewster(6> proposed “a useful model of optical 
activity” suggesting that a center of optical activity can usefully be described 
as a screw pattern of of electron polarizability. Patterns which can be de­
scribed as left-handed screws are dextrorotatory (in the visible). He also 
presents empirical rules for predicting the rotatory effect of asymmetric 
atoms and conformations. To the present writer there is no doubt that 
patterns of polarizability may contribute to the optical activity of an asym­
metric molecule, but it seems to him to be natural to compare the situation 
with that met with in the case of dielectric constants where both the perma­
nent polarity and the polarizability of the molecule contribute to the polari­
zation, the former one by orientation of the entire molecule in the electric 
field applied. Furthermore, DebyeF) and his numerous coworkers and 
followers have found by experience that so soon a molecule has a dipole­
moment which can be estimated with reasonable accuracy the polraization 
by orientation outweighs the polarization by internal displacement of elec­
trical charges due to the electrical field applied.

It seems therefore probable that, in cases where screwlike distinct 
quadrupoles are known to exist in the molecule, these must be assumed to 
be the main cause of the optical activity. It is only when it can be concluded 
from the constitution of the molecule, that the groups surrounding the active 
center cannot give rise to any sensible permanent quadropole that the pattern 
of polarizability can yield the main contribution to the rotation of the plane 
of polarization.

It follows that only in cases where both pairs in the quartet of groups 
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around the asymmetric carbon atom are known to be or can be seen to be 
dipoles will it be possible to predict the sense of optical rotation of the mole­
cule. There may also be cases where intramolecular displacement of atoms 
or of ions tend to blur the result. But in clear-cut cases, where the dipole­
moments of the two dipoles in the screwlike quadropole arc distinct the pre­
edictions of the model are unambiguous and have been found to agree with 
knowledge concerning absolute configurations obtained from other sources. In 
the following a few samples shall be discussed. As well known E. Fischer’s 
arbitrary convention concerning the absolute configuration of glyceric alde­
hyde has for many years served as basis for the assignment of configurati­
ons to carbohydrates and also to a number of other organic compounds which 
can be prepared from that aldehyde without change of configuration. When 
the formula is written as (I)

CHO

H.C.OH

CH2OH
(I)

where the ligands in the horizontal line are meant to be located above 
the plane of the paper and those in the vertical line below the same plane, 
the molecule is said, according to Fischer’s convention, to be a D-form. 
Fischer’s glyceric aldehyde was dextro-rotatory, and this fact together with 
the assumption that the OH group is to the right is nowadays expressed by 
means of the symbol D ( + ). Many years after Fischer’s time Bi.jvoet(8) 
and coworkers determined, by X-ray crystallography, the absolute configu­
ration of sodium-rubidiumtartrate and thereby also that of glyceraldehyde.

Their result was that, fortunately, Fischer’s convention was a true 
expression of the facts.

The question is, does the hypothesis discussed here yield the same result? 
The horizontal dipole in the D-form (I) points to the right if the direction 
from the positive to the negative end of the dipole is taken to be its direction. 
The vertical dipole is composed of two which both point outwards from the 
middle. According to measurements the moment of the CHO group is about 
2,7 10~18 electrostatic units or 2,7 D while that of the alcoholgroup is 
about 1,7 I). Consequently the vertical dipole points upwards. When there­
fore the electric fieldvector of a photon traverses such a molecule it will be 
exposed to a pair of shearing forces with tend to twist it to the left and this 
will be the case whether the photon enters the asymmetric molecule from 
one end or from the other. Outside the asymmetric molecules the fieldvector 
may also be twisted but the ‘twist” resulting from interaction with asymmetric 
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or symmetric molecules must necessarily be zero by compensation as the 
directions of similar dipoles must be distributed at random. The plane 
containing the directions of the light-ray and the electrical vectors of the 
photons, which is the plane of polarization, must therefore as a result of 
all these forces be twisted to the left and the substance is then said to be 
dextro-rotatory or ( + ) in agreement with Bijvoet’s result.

As another example we may mention zsoserine. According to N. Bjer- 
rum(9) it is:

CO2
H.C.01I (II)

ch2nh+

(II) shows that D-zsoserine is D(+), in agreement with information from 
other sources(10).

Similarly, D-Alanine is (III)
CO2

H.C.NH+ (III)

CH3

In (III) the negative end of the horizontal dipole points to the left, which 
shows that D-alanine is D(-) and the L-form L( + ). The anion (IV) of 
I)-lactic acid is

CO2

H.C.OH (IV)

CH3

It is evident that the vertical dipole points upwards which implies that 
the solution of a salt with some strong base is dextro rotatory in agreement 
with results(11) arrived at in other ways. The D-lactic acid itself, however, 
is /aez?orotatory(11).

This may have a rather natural explanation: like -NH2 the group -OH 
is basic although not so strongly as the former. A fraction of the acid in 
aquous solution may therefore be in the form (V)

CO2

H.C.OHj

CH3

(V)



8 Nr. 1

where the negative end of the horizontal dipole points to the left, which 
means that the substance is partially (-), while a molecule of the configura­
tion (VI) must be ( + ).

COOH

H.C.OH (VI)

CH3

D glyceric acid is known to be (-). In solution it is probably a mixture 
of (VII), (VIII), and (IX)

COOH

H.C.OH (VII)

CH2OH

COâ

H.C.OH J (VIII)

CH2OH

COä

H.C.OH (IX)

ch2oh+

As the dipolemoment of -COOH is only about 1 D while that of -CH2OH 
is about 1,7 D (VII) and (VIII) are both (-), but (IX) must be ( + ). Whether 
or not the sum of the contributions from the three forms (VII), (VIII) and 
(IX) will yield the result (-) known from other sources cannot be told with­
out knowledge of the specific rotations of the forms and their distribution. 
In this case therefore no prediction of the sense of rotation of the substance 
in question can be made. It can be predicted, however, that the rotation 
should be ( + ) in a solution of a strong base, which agrees with the result 
from other sources. <13) L(-) Serine serves, like glyceraldehyde, as a standard 
from which the absolute configurations of other optically active compounds 
are being derived chemically (by substitutions which do not affect the active 
centre). Klyne states(14) that its configuration is intercorrelated chemically 
with that of D(+) glyceraldehyde (through a long series of reactions). On 
account of the CH2OH group at the lower end of the three-carbon chain it
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is, however, not by far so easy to treat by means of the present method as 
alanine. To this comes another difficulty: One is apt to believe that the 
NH2-group is analogous to the HO-group in so far that both dipoles H2N-CH 
and HO-CH point to the left with their negative ends. According to the 
measurements of J. Estermann quoted by P. Debye in his book(7) this is, 
however, not so. He determined the dipolemoments of o, m and p amino­
methylbenzoate and found that the o-compound had the smallest and the 
p-compound the greatest moment. This fact can hardly be interpreted 
otherwise than in the p-compouud the two dipoles H2N-C and C-COOCH3 
must point in the same direction with their negative ends. The dipoles 
H2N-CH and HO-CH must therefore point in opposite directions. The same 
conclusions must be drawn from the fact that p-chloroaniline and p-nitro- 
aniline have dipolements much greater than that of aniline itself.(15) L- 
serine written in the conventional way is (X). As the vertical

CO OH

(X)H2N.C.H

ch2oh

dipole in this points downwards, (X) is actually (—), but, according to 
N. Bjerrum<9), a more probable configuration is

coo-
+ •

H3N.C.H (XI)

CH2OH

which, according to the present hypothesis should be (+), not (-). 
There is however a third possibility namely:

COOH
+ •

HgN.C.H (XH)

CH2O-

which is (-) .(XII) may seem to be a little too sophisticated. But, on the other 
hand, as CH2OH according to the dipolemeasurements is more electronega­
tive than COOH it cannot at all be excluded that the proton taken up by the
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NIL-group has migrated from the former rather than from the latter. But 
even so it is at the present state of affairs impossible to predict with any 
certainty the sense of the optical rotation of a mixture of the three forms of 
L-serine (X), (XI) and (XII). If, however, L-serine is dissolved in hydro­
chloric acid in stead of in water the rotation becomes ( + ), which agrees 
with (XIII) :

COOH
+ .

HgN.C.H (XIII)

ch2oh+

The whole question of the dependence of the rotatory power of L-serine 
as a function of the acidity of the solution should evidently be investigated 
experimentally before anything definite can be said on the question of 
agreement between the present hypothesis and the facts.

The results obtained in the preceding paragraphs seem sufficiently 
promising to justify an application of the same hypothesis to cases, where 
more than one carbon-atom comes into play. As will be seen from the fore­
going pages there is no doubt that the hypothesis leads to the correct result 
when the configuration and the distribution of charges is unambiguous. In 
cases where a molecule containing two or more than two carbon-atoms bound 
in such a way to each other that the structure is rigid, the dipoles which are 
components of the screwlike quadrupole may be similar or identical. This 
latter extremely simple case may give rise to optical activity, which of course 
is impossible in the case of only one carbon-atom. Tartaric acid is the best 
known example of this kind of optical activity but the tartaric acid mole­
cule is not rigid as the two carbon’s can be twisted (although perhaps not 
quite freely) relatively to each other. Other important examples are XX 
vicinal disubstitutes of cyclohexane.

Configuration and Rotatory Power of Vicinal XX-substituted 
Cyclohexane

One of the most convenient ways of illustrating the structure of cyclo­
hexane in the Sachse chair form and its derivatives is the socalled Newman- 
projection, in which two pairs of C-atoms are in the same plane while one 
C is above and the opposite one is below that plane. As cyclohexane dériva-
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Fig. 1 shows a Newman-projection of 1,2 cis-cyclohexane XX where X is some eletronegative 
group. The arrows point to the negative ends of the dipoles. When drawn with heavy lines they 
are meant to be before the plane of the paper, when drawn broken they are behind the same plane. 
The same is true of the two circles which represent C6 and C3. The numerals in the circles denote 
the numbers of the six G-atoms. Numerals which relate to the foremost C-atoms are doubly 
underlined, those in the next plane are underlined with a single line and those behind the plane 
of the paper are not underlined. The diagram to the left is intended to show the molecule seen 
in the direction from C6 to C3, that to the right shows the same molecule seen in exactly the 
opposite direction. It is seen that the forces in the pair which tends to twist the electric field­
vector of photons which impinges on an ensemble of molecules of the kind considered have the 
same direction throughout the molecule and that furthermore the contribution to the twist 
from the two situations illustrated in fig. 1 must be exactly equal because the two situations are 
equally probable. It is evident that the quadrupole has the character of a d-screw and that there­
fore the substance must have (—) rotation. If both dipoles are inverted the optical rotation 

remains unchanged in direction.

Fig. 2 shows a Newman-projection of a 1,2 cyclohexane XX molecule in transfee) configuration. 
The conventions from fig. 1 regarding positions relative to the plane of the paper and the 
meanings of the left and the right diagrams apply also here. Here again a photon has ecaxtly 
the same probality of meeting a molecule in the situation “left” and in the situation "right” 
when it impinges on an ensemble of molecules of the kind considered. But from this follows that 
the forces in the pairs which should tend to twist the electric vectors to the left compensate each 
other exactly throught the molecule so that the rotation becomes zero.

The same is evidently true, if both arrows are inverted, in which case the diagram would 
represent the transfaa) configuration.
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lives are stereochemically related to carbohydrates in pyranose-form, it is 
convenient to number the C-atoms similarly as it is done by convention in 
the pyranose sugars, C6 corresponding to O5 in the sugars while the carbons 
1, 2, 4, and 5 are in one plane and C6 above and C3 below that plane.

Fig. 1 and fig. 2 are intended to illustrate the situation. A polarized 
electromagnetic wawe-front or a bundle of polarized photons advancing 
in parallel, like the rows in a marching army, must meet molecules in the 
two kinds of orientation relative to the direction of propagation of the front, 
pictured respectively to the left and to the right, exactly equally often. In 
the case of fig. 1, the cis(ea), the field vectors of the photons will be exposed 
to shearing forces from “left” and “right” molecules which are pairwise 
equal and have pairwise the same direction. During the advancement of 
the front through the molecule the direction of the forces will perform a 
screwlike pattern which in this case corresponds to the pattern of a d-screw. 
Consequently the electric photon vectors will be exposed to a twist to the 
right during the passage of the front through the molecule.

In fig. 2, the Irans-(ee) case, the situation is quite different, Also here the 
wavefront must pass corresponding planes in pairs of “left” and “right” 
molecules exactly equally often, and the forces to which the photon-vectors 
are exposed are equal in magnitude for the “left” and “right” molecules in 
the pair, but, their directions are opposite to each other in corresponding 
planes throughout the molequles. Consecuently the twisting forces will add 
up to zero and there will be no twist of the electrical vector of the photons 
and therefore no rotation of the plane of polarization.

If, in fig. 2, the arrows are inverted, fig. 2 visualizes a trans(aa) compound 
and it is seen that also this compound must be optically inactive. It follows 
that that isomer, which can be separated into optical antipodes must be the 
czs-form, and that (or those) which cannot must be Irans-forms.

This result agrees with that arrived at in a group of papersd6) published 
in these communications, but it disagrees with the current assumption that 
the optically inactive form like the meso-tartaric acid is a czs-form.

It should be added, that if the two dipoles in the quadrupole correspond­
ing to figures 1 and 2 are different, one must expect the rotation of the trans­
form to be less than that of the czs-form, but not zero.

This allows a very natural interpretation of the finding of Vavon and 
PEiGNiERd?) quoted by Eliel in his well known book18); A vicinal hexa- 
hydrophtalic acid, which is quoted by Eliel as being cis but which the 
writer for several reasons believes to be Irans(ee) has been prepared by
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saponification under mild conditions from its monomethylester which was 
optically active while the acid itself became optically inactive. As will be 
seen, this behaviour is exactly what one should expect from the trans-acid 
if the writers arguments are correct.
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Synopsis
The model introduced by Verdier for the change of configuration of a polymer-molecule 

in solution has been examined and a new possibility for the motion of the polymer-segments 
has been tried. It is concluded that the long-ranged effect of the excluded-volume has almost 
no influence on the motion, while the rules chosen for changing bond-angles and bond-directions 
seems to be the determining factors. It is suggested that the relaxation-time for the change of 
configuration of a linear polymer with n segments should be proportional either to n2 or to n3, 
but the theory gives no possibility for preferring one possibility instead of the other.

The article includes a proposal for an extended least-squaremethod of estimation, which 
may be of general value, especially in Monte Carlo calculations.
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This work has been inspired by an article by Verdier and Stockmayer (1), 
which was later followed by two additional articles by Verdier (2-3).
The polymers considered are assumed to consist of simple chains of n 

units (atoms). A cubic-lattice model is used for the configuration of the 
polymer. In a Cartesian reference-system this means that the atoms of the 
polymer are only allowed to be on points with integral coordinates, the 
distance between neighbouring atoms in the polymer being one. In models 
where the so called “excluded volume effect” is taken into consideration the 
further constraint that no two atoms are permitted to have identical coordi­
nates is added. Within these restrictions all configurations are equally probable.

Several different models have been tried for the polymer changing its 
configuration, the general feature of all the models being the following: At 
equal time-intervals (t = 1, 2, 3, . . .) one of the n atoms of the polymer is 
choosen at random and moved according to the specific rules of the model, 
which may imply that no motion takes place. The philosophy behind these 
rules is that independent of the actual configuration of the polymer, any 
part of it has, within each unit of time, an equal probability of being affected 
by the surroundings (the solvent-molecules or other parts of the polymer) 
to such an extent that it changes its configuration significantly. If the time­
unit of the model corresponds to this probability being 1/n, the model should 
be a reasonable discrete analogue of the actual physical process. The time­
unit of the model will then be a/n real time-units (seconds), where a is an 
unknown constant.

The detailed rules of the seven models, which have been tried are as 
follows :

Model I (which is identical with the model introduced by Verdier and 
Stockmayer (1)) is a model with excluded volume. Let the chosen atom be 
numbered i. If it is not an end-atom (i 4= 1 zs i + n) then the local configura­
tion is either as shown in Fig. 1 or as shown in Fig. 2. For the case shown in 
Fig. 1 no movement is possible. For the case shown in Fig. 2 the configuration 

1* 
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is changed to the configuration shown in Fig. 3 (meaning that the directions 
from atom no. i-1 to atom no. i and from no. ito no. i+1 are interchanged) 
if the new configuration of the polymer does not conflict with the excluded- 
volume constraint. If on the other hand the chosen atom is an end-atom, 
the direction from the neighbouring atom lo the end-atom is changed to one 
of the directions perpendicular to the original one, the choise being made 
at random between the four possibilities, ami again the change is only carried 
out if it does not result in a conflict with the excluded volume constraint.

In Model II an additional type of motion is included, while the excluded- 
volume-effect is maintained. If the local configuration is as s 4 a
or Fig. 4b then no change occurs in Model I, while in Model II a 90°-rotation 
to either the configuration of Fig. 5 a (respective 5b) or the configuration of
Fig. 6 a (respective 6 b) is attempted, the choice between Fig. 5 and Fig. 6 
being random and the actual decision, whether to move or not to move is 
made so that the structure remains consistent with the excluded-volume 
constraint. The physical significance of the difference between the two models 
seems quite small, from a mathematical viewpoint however the difference is 
very important. In Model 1 the number of “bonds” in any of the six possible 
directions is conserved except for the movement of the end-atoms, while this 
is not the case in Model II.

In the Models III—VI only the excluded-volume-effect among next-neigh­
bouring atoms in the polymer is maintained, such that atoms being separated 
by more than one atom are allowed to occupy the same lattice point. Except 
for this difference, the rules in Model III are the same as those of Model I 
and the rides in Model IV are analogous to those of Model II. In Model IV 
the special question of how to treat a configuration like the one shown in 
Fig. 7 arises. It was arbitrarily decided to treat it as the configuration shown 
in Fig. 4a and not as the configuration shown in Fig. 4b.

In the Models V and VI the probability of the movement, which leads 
from the configurations shown in Fig. 4 to those shown in Fig. 5 and 6, is 
diminished as compared to Model IV. In Model V it is decreased by a factor 
5/9 which is obtained by leaving out the movement if the configuration is the 
one shown in Fig. 5 b.

In Model VI a further reduction by a factor 1/2 as compared to Model V 
is obtained by introducing a random choice of whether to move or not to move.

Finally in Model VII the effect of the excluded volume is totally neglected, 
the rules otherwise being the same as the rules of Model I and III except 
for a small change in the rules for moving the end-atoms. The choice for this 
movement is now made between all six possible directions of the bond to
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the end-atoms. This change was introduced in the hope that it would then 
be possible to solve the model theoretically.

All the models for the movement of the polymer are Markovian, the process 
being discrete with the allowed configurations of the polymer as the stales 
of the process. Taking configurations to be identical if they can be mapped 
onto each other by a simple translation (taking the numbering of the atoms 
into account), it is readily seen that the stochastic matrix for the Markov- 
process is symmetrical, and since not all atoms can be moved in all configura­
tions not all the diagonal-elements of the matrix can be zero. The implication 
of this can be summarized as follows: The stochastic matrix is diagonalizable, 
all the eigenvalues are real, there are no transient states, there is no eigenvalue 
equal to —1 and the process is not cyclic. (See e. g. Householder (4)). The 
configurations are numbered from 1 to N, where for a specific polymer N 
depends on the extend to which the excluded volume is taken into account. 
If pji is the conditional probability that a polymer which at lime t has con­
figuration no. i will have configuration no. j at time t + 1, then the stochastical 
matrix is:

P = (Pji}

Note that the matrix is transposed as compared to normal statistical nomen­
clature. When we introduce the probability-vector ;>(T) the i’th component 
of which is equal to the probability of finding the polymer in the configuration 
no. i to time t and e as the vector having all unit components, the theory of 
Markov-processes gives as usual (the suffix T stands for transposing and all 
non-transposed vectors are taken to be column-vectors):

p(T> = = py°> (1)

cT//T) = 1. (2)

Numbering the eigenvalues by their numerical value:

|Ài| y |À2| = |A3| = . . . è |àn|; Ài = 1

and numbering the eigenvectors, .$4, accordingly a suitable normalization

,s-jr Sj — 5jj (3)

/ 1 1 1 1 \
S1T = -7=, IW (4)

\|/ N |/N | N

N
/>«> - 2 (sitp<°')ài‘S1.

i = 1
(3)
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In the case where the polymer is able to change from any configuration to 
any other configuration in a finite number of steps, the eigenvalue 1 is non­
degenerate, with the result that:

m 1lim = e. (6)
t-> 00 N

This means that the equilibrium-distribution of the Markov-process always 
woidd be identical to the static equilibrium distribution, where all con­
figurations are equally probable.

This is not the case however, for the models I and II. Consider e. g. the 
configuration shown in Fig. 8 in which the polymer has tied itself in a tight 
knot, which it is not possible to untie by the movements allowed in the two 
models mentioned. (It should be noticed that it is essential that the knot is 
tight, and that the number of knots in general is not a constant of the motion.) 
On the other hand, since the knot consists of a total of 18 atoms, having very 
limited possibilities of moving, the number of configurations with tight knots 
is a very small fraction, only, of the total number of configurations. Therefore 
disregarding these configurations totally and changing N and the stochastic 
matrix accordingly, probably introduces only a negligible difference. In the 
following it will consequently be assumed that |Xa| < 1 and that eqn. (6) is 
valid for the models.

We consider now a measurable property, f, for the polymer, which means 
that f is a stochastic variable for the Markov-process. Let f be the vector, 
the i’th component of which has the value assumed by f when the polymer 
is in configuration no. i, then the expectation-value of f at time t is given by:

N
E{f(t)} = /T />"> = 2 (siTP<01) AiVM 

i -1
(7)

Km E{f(t)} - E{f(~)} - (frP)/N (8)

E{f(t)} - E{f(»)}+ 2 «Ai1
i - 2

(7 a)

ai - (siT/i<0>)(/'Ts1).

As it stands eqn. (7) is an expression which is not particularly useful since 
N is of the order 5n. If, however, one or two of the eigenvalues are much 
closer to one than any of the other eigenvalues (-1/In |À2| » -1/ln |Aj| if 
|Aj| + IA2I )then it would be possible to describe the process by one or two 
relaxation-times, meaning that the summation in (7) is cut off at 3 (if | A3I + IÄ2I). 
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It is of course a very queer assumption and al the present no attempt shall 
be made to defend it except that it is a very usual approximation (see ref. 5).

At a first glance eqn. (7) would give the impression that the relaxation­
lime does not depend on the chosen property. This need not to be the case, 
however, if fls-2 is zero for some properties and not for others. Considering 
the form of the stochastic matrix, it is found that the matrix must be invariant 
under the transformation-group obtained by taking the direct product of the 
full cubic-symmetry group (Oh) and a group with two elements corresponding 
to the possibility of renumbering the polymer-atoms from the other end. 
Normal group-theoretical arguments then show that only properties trans­
forming in the same manner under this group can be expected to have equal 
relaxation-times. On the other hand it should not be unreasonable, among 
properties transforming in the same manner to choose that property, which 
it is most convenient to work with. Since p(0O) is invariant under the group, 
all properties having no invariant component should converge to zero as t 
goes to infinity.

Another way of getting rid of some of the relaxation-times by making some 
of the ofs zero, would be to make some of the scalar products ($iT p(0)) zero. 
This could be obtained by choosing a starting configuration (or distribution 
of configurations) with a special symmetry. Il will never be possible to exclude 
the eigenvalues having invariant eigenvectors in this manner, however.

Instead of attempting to press the theoretical considerations further it has 
been tried to get additional insight in the problems by a Monte-Carlo calcula­
tion, using a direct simulation of the Markov-process. The calculations have 
been carried out on a GIER-computer and the programs have so far been 
written in GIER-Algol 3 with parts of the program in machine-code to keep 
Hie computing-lime within days. The randomness has been introduced by 
using a pseudo-random-number-generator:

Xn + i = 23 xn mod (239 + 1) (9)

where xn is the n’th random number (Zelen and Severo (6)).
The detailed accomplishment of the simulation was as follows. For each 

model and each chosen n, a polymer was started several limes in the same, 
fixed starting-configuration and allowed to move according to the rules of 
the model. At equal time-intervals (in model-time-units) the actual configura­
tion was registered and the value of the selected property was calculated. 
Up till now only a single property has been tried, namely the square of the 
end-to-end distance of the polymer, which is invariant under the symmetry- 
group of the stochastic matrix. This property has the advantage of being 
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the most thoroughly examined property of the equilibrium distribution. A 
property depending more explicitly on the positions of all the atoms of the 
polymer, such as the radius of gyration would be expected to have a smaller 
variance on the average-values and thus give better estimates.

The starting-configuration has been rather close to a three-fold-axis in 
the cubic-lattice, consisting of alternating bonds in the directions (1,0, 0), 
(0, 1, 0) and (0, 0,1). This configuration has the advantage of having a very 
high value of the end-to-end distance.

The decision of spacing the “observations” equally in time was made to 
simplify the administration in the programs, the smaller efficiency being 
compensated by a rather close spacing. The disadvantages of this strategy 
should be compensated for by the sophisticated method of estimation which 
was used (see Appendix).

Applying the hypothesis of two eigenvalues being sufficient, the squared 
end-to-end distance of the i’th registration, di, should have the expectation- 
va^ue’ E{di} = deq + cx2e“ Y2’A + a3e“Y31^ (10)

(where deq is the equilibrium-value of the squared end-to-end distance, and 
A is the time spacing between two consecutive registrations of d).

The estimation of the live parameters deq, ex-?, 0(3, y2 and y3 is exactly 
the kind of problem treated in the Appendix. To ensure the reliability of the 
result a graphical test was made.

In order to test whether the method of estimation outlined in the Appendix 
was applicable in the present case a presumably typical example was selected, 
Model II with 11 = 32, and this was thoroughly examined, using a material 
of all together 640 starts. Three problems were of special interest: Which 
of the three formulas (I. 12), (I. 15) and (I. 17) should be used to estimate 
the variance? Would the number of observations during a single start be 
important, if the spacing between the observations was adjusted to keep the 
total running-lime of the starts constant? And would varying the number of 
starts used for estimation give the expected results?

To settle the first question both formula (I. 12) and formula (I. 17) were 
used in all the cases which were also used to answer the two other problems. 
Since the difference between the resulting standard deviations was of the 
order 10 % and since q (formula (I. 3 a)) also showed to be of that order, 
it was decided to use (I. 17), since it was the simplest formula. Consequently 
all standard deviations quoted will refer to this formula.

To see the influence of the number of observations, estimations were 
carried out with 8, 16 and 32 observations during the 8192 model-time-units
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Table 1.

Table 1 shows that the squared end-to-end distance at equilibrium, deq, and the reciprocal 
relaxation time, y2, are essentially independent of the number of observations.

Number of 
observations

Number of
starts q ‘Uq a2

8 160 2.2810 - 2 63 ± 4.1 4.6510 - 4 ± 6.110 - 5
16 160 7.9Olo - 2 60 ± 4.2 4.1710 - 4 ± 4.610 - 5
32 160 1.8110 - 1 62 ± 3.2 4.4610 - 4 ± 3.410 - 5

8 640 9.4810 - 3 57 ± 1.3 2.9210 - 4 ± 1.610 - 4
16 640 2.741O - 2 61 ± 2.9 3.6210 — 4 ± 2.710 — 5
32 640 5.2110 - 2 65 ± 2.0 4.4910 - 4 ± 2.010 - 5

in which each start was followed. To ensure that the conclusions would not 
depend strongly on the number of starts used, both the total of all 640 starts 
and a smaller group of 160 starts were used for the estimation. The results 
are shown in Table I. The differences do not seem to be significant. To use 
8 observations for estimating 5 parameters is however rather unfavourable, 
and this leaves us with the choice between 16 and 32 observations. In general 
16 has been used since this gives a smaller computation-time and a better 
numerical stability in finding the minimum for q. Finally, to see the effect 
of varying the number of starts, estimations were made on four groups of 
40 starts each, on four groups of 160 starts each and on all 640 starts together. 
The results are shown in Table 2. It should be remarked that the estimations 
on the groups of 40 starts were made with 16 observations per start, while 
the others were made with 32 observations per start, meaning that the q’s 
are not directly comparable. The two rows denoted mean give the mean of 
the four rows just above. The uncertainties quoted in these two rows are 
calculated from square-sums of the deviation from the mean, not using the 
uncertainties on the single estimates. The behaviour of the results seems 
satisfactory and especially it seems that the method of estimating the standard­
deviation is reasonable.

For the general choice of the number of starts to use for estimation, the 
following considerations were essential. It was desirable to have approxi­
mately the same relative error on the estimates. If the number of starts was 
too low, it was extremely difficult to lind minimum for q. The computation 
per start was however growing rapidly with the number of atoms in the 
polymer. It was found that when the number of atoms was equal to 8, 16, 
32, 64 and 128 respectively, a reasonable compromise was something around 
1200, 600, 300, 150 and 60 starts respectively.
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Table 2.

Table 2 shows that the estimated standard deviation is essentially proportional to the 
square root of the number of starts.

Numbers of
starts q deq «2

40 2.6810 - 1 48 ± 6.6 3.28)0 - 4 ± 6.0)0 - 5
40 9.1910 — 2 42 ± 95 2.37)0 - 4 ± 7.0)o - 4
40 1.281O - 1 72 ± 16 7.70)0 - 4 ± 1.9)o - 4
40 3.7710 - 2 67 ± 21 4.86)0 - 4 ± 1.7)0 - 4

mean 160 l-3210 - 1 57 ± 7.3 4.55)0 - 4 ± 1.2)0 - 4

160 l-Sho - 1 62 ± 3.2 4-46)0 — 4 ± 3.4)0 — 5
160 2.3610 - 1 60 ± 4.0 3.80)0 - 4 ± 3.4)0 - 5
160 2.6210 - 1 61 ± 3.0 5.14)0 - 4 ± 3.4)0 - 5
160 1-94)0 - 1 67 ± 3.7 5.08)0 - 4 ± 3.9)0 - 5

mean 640 2.18)0 - 1 63 ± 1.6 4.62)0 - 4 ± 3.1)0 - 5

640 5.21)0 - 2 65 ± 2.0 4-49)0 — 4 ± 2.O)o — 5

As a further check on the method the estimated values of deq were com­
pared with the values known from equilibrium data:

deq = 1.067(n - 1)6/5-0.0915 (11)

for the models I and II (Domb (7)),

de’ ‘ 2(n"1)_8 + 8”5"~8 (12)

for the models III—VI, and
deq = n - 1 (13)

for model VII. As can be seen from table 3 the agreement is satisfactory. 
The method of estimation thus being confirmed, the results of the simulations 
will now be considered. Of the parameters estimated, 72 is the most interesting 
since 72”1 supposedly has some connection with the relaxation time in certain 
experiments on polymers. All the estimated values of 72 with the estimated 
standard deviations are shown in Table 4. (The values of 73 were generally 
larger by an order of magnitude.)

It is of course not really the absolute values of 72, but only the way in 
which it depends on n (the number of atoms in the polymer), which can be 
predicted by the simulations. Naturally the functional form to be chosen is 
open for discussion. It is easily seen that:
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Table 3.

Table 3 shows that the values of the squared end-to-end distance at equilibrium, deq, 
estimated from the relaxation curves are essentially identical with values known from 
equilibrium data (formula (11), (12) and (13)).

n 8 16 32 64 128

Formula (11) 10.8 27.2 65.5 154 358
Model I 10 ± .3 27 ± .6 67 ± 4 111 ± 20 489 ± 80
Model II 12 ± .3 27 ± .9 61 ± 3 166 ± 9 319 ± 24

Formula (12) 9.88 21.9 44.9 93.9 190
Model III 10 ± .3 26 ± 1.6 62 ± 9 268 ± 20 990 ±150
Model IV 11 ± .2 22 ± 7.7 45 ± 1.3 98 ± 4 201 ± 10
Model V 11 ± .3 23 ± .8 45 ± 1.7 95 ± 4.3 190 ± 15
Model VI 20 ± .2 19 ± 2 48 ± 2 101 ± 6 171 ± 25

Formula (13) 7 15 31 63 127
Model VII 7 ± .1 15 ± .4 30 ± 1.7 59 ± 5 107 ± 14

72 an v (14)

is a possibility, and that v = 4 for model I and III and v = 3 for the other 
five models would not be unreasonable. This is a result which for the models 1 
and VII agrees with Verdier (3). For the models II, IV, V and VI however 
the addition of a further term in eqn. (14) seems necessary to get agreement 
with the values for 72 for n = 8, so the forms shown in Table 5 are tentatively 
proposed as a representation of the values of 72. (The factors are least-square 
estimates and the uncertainties are standard deviations). It should be noticed 
that the time-unit for 72 is the model-time unit. To convert the results to real 
time-units, the values of 72 should be multiplied by n.

I
II 
ill
IV
V
VI
VII

Table 4.

8 16 32 64 128

(3.8 ± .6)10 — 2 (2.2 ± -2)10 - 3 (1.3 ± .2)10 — 4 (5.5 ± .9)10 - 6 (4.9 ± .7)10 - 7
(4.5 ± ,7)10 - 2 (3.6 ± .4)10 - 3 (3.6 ± .3)10 - 4 (5.5 ± .5)10 - 5 (5.0 ± ,4)10 - 6
(2.3 ± ,3)l0 - 2 (2.1 ± .3)10 - 3 (1.3 ± ,2)10 -4 (1.2 ± .l)10 — 5 (4.7 ± ,8)10 - 7
(5.0 ± .6)I0 - 2 (3.9 ± .3)10 — 3 (4.5 ± ,4)10 - 4 (5.6 ± .3)10 - 5 (7.8 ± .4)10 - 6
(4.7 ± .6)10 — 2 (3.7 ± ,3)10 - 3 (3.5 ± .2)10 — 4 (5.1 ±.3)10-5 (5.3 ± ,3)10 - 6
(2.3 ± .3)10 - 2 (1.9 ± .3)10 - 3 (3.1 ± ,2)10 — 4 (3.7 ± .2)10 - 5 (4.2 ± ,2)10 - 6
(4.4 ± ,4)10 - 2 (5.2 ± .3)10 — 3 (5.9 ± ,3)10 - 4 (7.9 ± .3)10 - 5 (8.9 ± ,3)10 - 6

Table 4 shows the estimated valves of the reciprocal relaxation time, y2, in model-time-units.
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Table 5.

Table 5 shows the estimated dependence of the reciprocal relaxation time, y2, on the 
number of atoms in the polymer. Remark that the time-unit is the model-time-unit.

Model a2

I (129 ± 7) n-4
II (10.2 ± .7) n 3 + (81 ± 20) n4
III (129 ± 8) n-4
IV (14.8 ± .6) n-3 + (35 ± 18) n 4
V (10.8 ± .5) n-3 + (74 ± 18) n 4
VI (9.0 ± .4) n-3 + (17 ± 12) n 4
VII (19.8 ± .4) n-3

* These conclusions should be compared with the analogous conclusions by Verdier (3).

It seems possible to draw the following three conclusions from the material 
shown in Table 4 and 5.

The real excluded volume has only an imperceptible influence on the 
relaxation (compare Model I and II with Model III and IV).

The possibility of a valence-angle equal to 0°, however, has an appreciable 
influence (compare Model III with Model VII)*).

The additional possibility of movement introduce in Models II and IV 
as compared with models I and III causes also a radical change in the relaxa­
tion behaviour.

The general result is then that it is the local structure of the polymer rather 
than the long-range effect of the excluded volume, which is of importance for 
understanding the movements of polymers.
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Appendix

A General Least Square Method

Consider n uncorrelated observations yd) (j = 1, 2, . . . , n) of a p- 
dimensional stochastic variabel having the same p-variate distribution, F, 
with mean value p given as a function of m parameters, ßi(i = 1,2,..., m), 
where m < p :

th = gj(ß) j = 1, 2, . . . , p (I. 1)

The problem is that of finding reasonable estimates for the parameters, ßj, 
and for the variance of the estimators used.

The sample mean:

y = - 2 y(i) (i- 2)
n i = i

will in general, following the central-limit theorem, be asymptotically (n -> œ) 
1normally distributed with mean p and a dispersion matrix - 2, S being the 
n

dispersion matrix of F. Argueing from this or from the general theory of 
least squares a good estimate of ß should be the value of ß that minimizes:

q' = (yr - gr(ß»re(y8-g8(/3)) (1.3)

(yr without superscript stands for component of y defined in (I. 2), ors are 
written for elements of 2_1, and here as well as in the following we use the 
convention that repeated indices in a product means summation over these 
indices, the limits of the summations being self-evident).

In order to be able to solve the problem of minimizing q it is indispensable 
to know 2. Since 2 cannot be assumed known it is necessary to use an estimate 
of 2.

An unbiased estimate for the elements of 2 is (conf. e. g. Rao (8))

Using this in (I. 3), the quadratic form to be minimized becomes:

q = (yr - gr(ß))srs(ys - gs(ß)) (I. 3a)
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(superscripts on a matrix-element are again used to designate the elements 
of the inverse matrix).

We shall not here consider the intricate numerical problem of finding 
minimum for q if g(ß) is not linear in ß. The solution, ß*, will in any case 
satisfy the equations:

sr8(ys - gs(ß)) = 0

1 = 1, 2, . . . , m
(1.5)

ß* being an implicit function of y by (1. 5). A simple extension of the proof 
by Cramer for variance of functions of moments (Cramer (9) p. 353 ff.) gives :

C{ßj:,ßk} = ~(CTrs/n)^ +O(n 3/2) = djk (1.9)
uyr dys

where

aki(/5) =

where ors is an element of 2.
By (1.5):

dßk ^gs(ß)
öyr ößi

d2q 
dßidßk

(I- 10)

(I. 11)

Hence using ssr for osr and neglecting terms of the order n 3/2

4
n dßj ß

(I. 12)

To be correct it is not only y also srs that is estimated.
Making allowance for this is somewhat complicated. However, using the 

normal approximation, y and {srs} becomes uncorrelated and the covariance 
of srs and Stu becomes:

C{Srs>Stu} — (SruSst + SrtSsu)/(n — 1). (!• 13)

fhe total-effect is then the addition of

(I- 14)
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to dlk (For a proof see the end of the Appendix). Hence the total covariance­
matrix is

(I. 15)

This should be compared with the analogous result by Rao (10, 11) for the 
case where g(ß) is linear in ß.

Since qis of the order n“1 and the relative error of omitting terms of order 
n“3/2 in (I. 9) is of the order n”1/2, (I. 12) will actually do just as well as (I. 15).

However, reasonning this way (I. 12) can be simplified even more. As 
the second terms in (I. 11) is of the order n“1/2 as compared to the first, alk(ß) 
can be approximated accurately enough by:

2bIk(ß) ~ 2 dp! S dßk
and using this, (I. 12) becomes

d(-k = bkl(/?*)/n.

(I- 16)

(1. 17)

Finally a proof of eqn. (I. 14) under the assumption of a normal distribution 
shall be given.

Introducing S(rs) for the complement of srs i S(S = {srs}) and a double 
complement S(rs)(tu) being equal to the complement of Stu in S(rs), if r 4= t and 
s + u, and zero otherwise, and using |S| for the determinant of S, straight­
forward calculations give:

g(rs)(tu) = S(ts)(ru)  §(tu)(rs) = g(ru)(ts)

Srs = S<rs>/|S|
0srs 3<rs)(tu) SJ(rs)sptu) 

dstu ~ FsT " H’sK

(I- 18)

(I- 19)

(I. 20)

S(rs)(tu)Stti = S^)gsv(l - 6SII) + S(rs)8uv(l - 8SU) (I. 21 )

(factors (1 - 8SU) and (0 - 8SU) will not cause summation irrespective of the 
indices s and u being repeated).

dsrs
stv = sru8sv( 1 - 8SU) + srs8uv(0 - 8SU) (I- 22)

dstu
dsrs dstu
„ SvxSwy „
f/Svw ^$xy

SruSts (1- 23)
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Then on evaluating dlk in the same way as dlk we get:

4
n - 1

akl(/3*)
dgr(ß)

(Vs - gs(^*))
£=ß*

ÖSrs
“ (SvxSwy 
dSvw

dstu
+ SvySwx)T

(yt gt(n>

USxy
(1. 24)

Using (I. 23), (I. 5), (I. 3a) and (I. 12), (I. 24) can be transformed into 
(I. 14). The essential content of (I. 14), namely that d'lk is smaller than dlk 
by a factor n, can of course be seen very easily by a direct comparison of 
(I. 24) with (I. 12), which shows that (I. 24) contains two extra factors of 
the form (yj-gj(ß*))> each being of the order n_1/2.
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Introduction

nphere are two final goals of Babylonian lunar theories: to foretell eclipses, 
J. and to predict the duration of various visibility phenomena near new 
and full moons, most importantly the time from sunset to moonset on the 
evening of first visibility of the new moon.

In the solution of either kind of problem the determination of the moment 
of syzygy, i. e., when the moon is either in conjunction or opposition to the 
sun, is of obvious significance. The fluctuations of the time interval between 
consecutive syzygies of the same kind are caused by the variation of the 
solar velocity, with the year as its period, conjointly with the variation of the 
lunar velocity, with the anomalistic month as its period. In the present paper1 
I shall be concerned with the lunar theory according to System A, in the 
terminology of ACT,2 and here the combined effect of the two variable 
velocities is separated into two periodic additive terms, G and J, so that the 
time from syzygy to syzygy is

29d + QH + JH3

where G’s period is the anomalistic month and J depends on solar longitude.
G belongs to a family of periodic functions (0,F,G,/1,X) from lunar 

System A, each of them with the anomalistic month as its period. 0 is a pure 
zig-zag function which runs uninterruptedly, as experience has shown so far, 
through the entire corpus of lunar System A texts. G is derived from ø by 
a set of arithmetical rules of transformation which has long been under 
control, though it lacked astronomical justification; the meaning of ø was

1 My visit to the British Museum, as well as part of my subsequent work, was supported 
by a grant from the National Science Foundation.

B.M. 40094 is published through the courtesy of the Trustees of the British Museum. I 
am, once again, indebted to Dr. Richard Barnett, Keeper, and Dr. Edmond Sollberger, 
Assistant Keeper, of Western Asiatic Antiquities for extending the hospitality of their Depart­
ment to me.

2 ACT = O. Neugebauer, Astronomical Cuneiform Texts. 3 vols., London, 1955. The 
reader is referred to this work for all details of theories, methods, and parameters.

3 l'1 = 6H (large hours) = 6,0 (time) degrees. The large hour is introduced for convenience 
in modern textual editions.

1* 
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not at all clear, though it was known that ø is in precise phase with lunar 
velocity as represented by Column F.

In a recent article4 1 published some late-Babylonian texts which, in 
conjunction with a previously published text,5 threw new light on this family 
of functions. X was found here for the first time; A was already known from 
two procedure texts in ACT which had taught us how to derive J from 0, but 
nothing more, and the remaining three functions, ø, F, and (1, are in evidence 
in all the lunar ephemerides. These texts made it possible to identify all of 
the members of this family and to give astronomical sense to the established 
arithmetical rides for converting values of ø into corresponding values of 
F, G, and A. We can now say that the values of these functions, associated 
with a given syzygy, have the following significance, beginning with the two 
that were identified already by Kugler:6

daily progress of moon = F°
length of preceding month = 29d + GH
length of subsequent 223 months = 6585d + 011
length of preceding 12 months = 354(i + /lH
difference between a constant year and

the length of preceding 12 months = W1

All of these functions, save perhaps F, are artificial in the sense that they 
are not directly observable. They represent preliminary values, expressing 
only the effect of a variable lunar velocity. Indeed, they are not even 
necessarily correct in the mean, for G and, as we learn from the text published 
here, also A receive corrections for solar anomaly, .1 and Y, respectively, 
neither of which has zero as its mean value.

There were two pieces of information in these texts that were crucial in 
making these identifications possible. The first was a pair of relations between 
differences in 0 and in G and J, respectively, or more precisely, letting 
0« mean the value of ø associated with syzygy number n in a certain sequence 
of syzygies of the same kind, and analogously for the other functions,

0« - 0»-l = Gn + 223 -G/î (1)
and

0ra~0m-12 = -l/z + 223 ~ An. (2)

4 Asger Aaboe, Some Lunar Auxiliary Tables and Related Texts from the Late Babylonian 
Period. Mat. Fys. Medd. Dan. Vid. Selsk. 36, no. 12 (1968).

5 O. Neugebauer, “Saros” and Lunar Velocity in Babylonian Astronomy. Mat. Fys. Medd. 
Dan. Vid. Selsk. 31, no. 4 (1957). I shall refer to it as the Saros paper.

6 F. X. Kugler, Die Babylonische Mondrechnung. Freiburg im Breisgau, 1900.
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The second was that when valnes of ø were in active use, as in (1) and 
(2), then 0 was no longer a strict zig-zag function, hut it was truncated at 
effective extrema (2;13,20H and 1 ; 58,31,6,40H, to be exact). Incidentally, 
it turned out that F was treated similarly; its effective extrema are 150/d and 
11 ;15o/d.

That relation (1) implies that 0« measures, but for a constant, the variable 
length of the 223 months (the “Saros”)7 following upon syzygy number n 
may be seen as follows:

If corresponding to syzygy number n the length of the subsequent Saros 
is called an and that of the preceding lunation or month mn, we have

n + 223
ffn = 2

i = n+1
hence

d'n — (>n-l = Hin+ 223 ~ Hin-

If we ignore all effects but that of lunar anomaly, i. e., assume that J is 
constant, or that syzygies are evenly spaced in longitude, we have:

a*« + 223 - I>ln = Gm + 223 — G«

so we obtain, using (1),

CT/i — (J«_1 = 0« — 071-1
or

cr — 0 = constant.

fhe size of 0 makes it plausible that the value of the constant is 6585d.
Once 0 is identified, a similar argument shows (hat the relation (2) 

implies that An measures, but for a constant, the variable length of the 12 
months (the “year”) preceding syzygy number n. Let yn be this year; we 
then have :

n 
yn = 2 mi- 

i = n-11

With notations as above, once again assuming a constant J, and using 
(2), we get:

7 I shall use “Saros” to mean an interval of 223 synodic months; the importance of this time 
interval is that 223 synodic months are very nearly of the same length as 239 anomalistic months. 
In the texts, “18 years” is used as a technical term for 223 months (actually, 223 months exceed 
18y by some 10d).

For a history of the use of “Saros” see O. Neugebauer, The Exact Sciences in Antiquity. 
2nd edition. Providence, 1957, p. 141 ff.



we obtain, using (2),

6

77 + 223 n + 211

Nr

On~On-12 = 2 2 nii
7 = 77+1 7 = 77-11
77 + 223 77

= 2 2
i = 77 + 212 7’ = 77 - 11

Since
yn + 223 - yn-

On ~ 0*77-12 = 077 — 077-12

* 1 zz H- 223 - z1t7 = yn+ 223 ~ J/n
or,

y - zl = constant.

For the last step of the argument I used, strictly speaking, that 223 is 
relatively prime to 6247, the number period of zl (and 0).

The size of zl makes it plausible that the value of the constant is 354fl.
A direct relation between G and .1 will be of importance in the following. 

We have:
n n-1

yn~yn-l = 2 IL Iui
i = n — 11 i = w-12

= IHn ~ riln-12 •
Thus, arguing as before,

1 zi — zl M  i = (ire — Gw - 12 • (3)

Using the relations (1) and (2), and the truncated version of 0, it is now 
possible to derive schemes for transforming ø into G and zl, if one provides 
an initial value for each. For details I refer to my previous publication; 
the resulting 0 - G table is, but for a few values near G’s maximum, the one 
given in ACT.8 The analogous ø - zl table appears as 'fable 3 below.

So far 1 have summarised, in slightly altered form, the relevant results 
of mv previous article. However, there were then several questions that I 
had to leave unanswered. The most obvious one was about the relation 
between G and A—not their differences, for that is settled by (3)—but their 
actual values. One would expect, that

2 (29d + GlH)
i - n -11

would be precisely 354d + zl^1, but that is not so. Thus the connexion between 
the initial values (or mean values) of G and J is not the obvious one, and

ACT I, p. 60. 



Nr. 3

it was only when the text published here came under control that the proper 
relation became clear.

It appeared, as hinted above, that even as G receives a correction .1 for 
solar anomaly, so also should one apply a correction Y, as I call it, to A. 
With these corrections one has, indeed,

n
2 (29<* + G« + J») - 354“ + A« + Y«, (4)

i = n — 11

or, at least, very nearly (the small deviations may be explained, in part, by 
the adjustments of G near its maximum).

The relation (4) implies, that

^lra — ^ln-l + Yn — n-1 ~ Gn ~ G n-12 + «In — >J n-12

which, together with (3), yields

Yn-Yn-i = Jn-Jra_i2. (5)

The relation (5) is satisfied exactly; further, we learn from our text that 
Y, as J, is zero on the arc of the ecliptic where the monthly progress of the 
sun is high (30o/m). I shall proceed to show in detail how the decision that Y 
vanish on the fast arc combined with relation (5) determines Y completely, 
if J is known.

At the base of .J is the solar model of System A. The generating function 
(which here may be interpreted as the solar velocity in degrees per synodic 
month) is

X 27° to tip 13°: ip = 28; 7,30°

lip 13° to X 27°: W = 30°.

The monthly solar progress in longitude is then either VV or iv if the sun 
during the month remains entirely within the fast or the slow arc, respectively. 
If the place of discontinuity from high to low velocity must be crossed, the 
standard interpolation rule of System A is employed, i. e., if the distance p 
of the initial longitude from X 27° is less than W = 30°, then the monthly 
progress AX of the sun is

AX = p + q
where

and symmetrically for the other discontinuity. The period of this model is
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46,23 
P = -------  = 12;22,8

3,45
with

Il = 46,23 and Z = 3,45,

i. e., the year has here the canonical valne of 12; 22,8 synodic months, or, 
in whole numbers, 46,23 months correspond to 3,45 revolutions in the ecliptic, 
i. e., 3,45 years.

This solar model can advantageously be reduced to a distribution of
46,23 intervals on the ecliptic,9 24,15 of length 0;8° on the fast arc, and 
22,8 of length 0;7,30° on the slow; the monthly progress of the sun will then 
always be 3,45 intervals, regardless of their length.

Column J is closely and simply tied to this solar model. If Ån is the solar 
longitude at syzygy number zi, and the sun during the previous month has 
travelled the distance s within the slow arc (0 s iv), then

= J(An) = - — • 0; 57,3,45H.
iv

On most of the fast arc we have that s = 0, so J = 0; on most of 
the slow arc s = iv, so .1 = —0; 57,3,45. Only when a place of discontinuity 
of the solar velocity is passed in the course of the previous month, i. e., when 
/.n is between X 27° and Y 25; 7,30° or between ftp 13° and 13°, do we 
get intermediate values of .1, and they depend linearly on Ån (see Figure 1 ). 
I shall show later that this J-function makes very good sense and that it 
can be derived from the solar model and the lunar velocity, but for the 
moment we shall take it as given.

If we now are to derive the analogous correction, Y, to /l, we begin with 
relation (5) which states that the monthly difference in Y is the 12-monthly 
difference in J or, more precisely,

— 5; M i = <k — Jn-12 • (5)

To advance 12 months means, in terms of the distribution version of the 
solar model, an advance in longitude of

12-Z = 12-3,45 = 45,0 = -1,23 intervals (mod. II)

9 Asger Aaboe, On Period Relations in Babylonian Astronomy. Centaurus 1964, vol. 10, 
pp. 213-231.
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Fig. I-

or a lag of 1,23 intervals; on the fast arc, 1,23 intervals amount to 11;4°, 
and on the slow to 10; 22,30°. Thus, Âm_i2 will always be 1,23 intervals ahead 
of Ån in the ecliptic.

If Xn and Ân_i2 both lie on one of the predominant stretches of the ecliptic 
where J is constant, dY will be zero. If Xn and ÂM_i2 both lie in one of the two 
transitional zones for J, both of length 3,45 intervals, /1Y will, but for its sign, be

1,23
|Jn-Jn-i2| - ---------0;57,3,45 = 0;21,2,59H.

3,45

When we are moving into the slow arc, this contribution will be positive, 
and it is negative in the other transitional zone. When only one of the longitudes 
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Ån and Åw_i2 is in a transitional zone of .1, zlY will assume an intermediary 
valne, and will depend linearly on Ån, as shown in Figure 1.

If to this we now add the demand that Y itself be zero on the fast are, 
or most of it, Yn is completely determined as a function of Ån (see again 
Figure 1). The value of Y will be

Y = +0;21,2,59H

on most of the slow arc, but the jumps of the solar model will be preceded 
by short transitional zones, as is readily seen.

It is convenient and, as we shall see, useful to give Yn directly as a 
function of Ån, avoiding .1 as an intermediary:

Ån between Tip 13° and X 15; 56°:
Ån between X 15;56° and X 27°:
Ån between X 27° and lip 2;37,30°:
Ån between ttp 2; 37,30° and Tip 13°:

Y n — 0
Y« = 0;l,54,7,30-(Ân - X 15;56)
Yrt = 0; 21,2,59
Yn = 0 ; 2,1,44-(HP 13 - Ån).

The zones of transition are so short for Y (1,23 intervals compared to 
the monthly advance of 3,45) that transitional Y-values are avoided more 
often than not.

I should emphasise that Yw is not the same as

n

i = n - 11

Y agrees with .1 only in its differences, but the condition that Y be zero on 
the fast arc is entirely independent of J.

It is now possible to compute mean values, J and Y, for .1 and Y. Since 
the values in one transitional zone complement those in the other, the non­
zero values are effectively in play in 22,8 intervals (the number of intervals 
of the slow zone) out of the entire 46,23. Thus:

22,8
.1 = -0;57,3,45- = -0 ; 27,13,45, . . ,H

46,23
and

22,8
Y = 0;21,2,59----- = 0;10,2,40, . . .H

46,23

Applying these mean corrections I can now get agreement where I failed 
earlier. In my previous publication I computed
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12
max 2 Gï = 9;32,21,43, . . .H (mod 6H)

i = 1

which did not agree with

max zl = 3;55,33,20H,

even modulo 6H. However,
12

max 2 G + 12 J = 9 ; 32,21,43, ... - 5 ; 26,45,6, . . .
i

= 4; 5,36,36, . . .H
and

max A + Y = 3 ; 55,33,20 + 0 ; 10,2,40, . . .

= 4; 5,36,0, . . ,H.

The slight deviation is, in part, due to the adjustment of G near its maximum. 
As said, it is in general so that

2 (29d + G? + JfH) = 354d+ < + ¥.«,
i = n —11

at least to several sexagesimal places, so the rôle of A, when corrected by Y, 
can well be to provide a much needed control for the summation of G and .1. 
I shall elaborate on this point below.

Further, I found in mv previous paper that the sum of zl, converted 
into days, and X was very constant, so

354d + A + X = 6,5; 9,33,. . ,d

which is near a value of the year, though too small; thus I interpreted X 
as the variable epact, i. e., the difference between a constant year and the 
variable length of 12 months. Applying the correction Y we now have:

354d + A + Ÿ + X = 6,5 ;11,13, . . .d

which is a better year value, though still too small.
It is now a reasonable guess that even as A and G receive corrections for 

solar anomaly so also does 0, though there is at present no textual evidence 
for it. Calling this hypothetical correction S we would then have for the length 
of the Saros

n + 223
on = 6585d + 0« + Sn = 2 (29d + Gi + Ji), 

whence <-n+i



12 Nr. 3

O”n ~ ffn-l Øra — 0/4-1 + S n S n -1

G/4 + 223 — + Jn+ 223 ~ «In
so

Sw- 8/4-1 = •In + 223 — «In •

An advance of 223 months corresponds to an advance in longitude of

3,43.Z 1 3,56 ,15 = 1,21 intervals (mod 77)

(observe, that to go one Saros forward or 12 months back leads to solar 
positions within 2 intervals of each other). The 1,21 intervals amount to 
10; 7,30° on the slow arc and 10;48° on the fast.9a If the two longitudes Xn 
and Âra + 223 both lie in a transitional zone of .1, the corresponding change in 
J will, but for its sign, be

1,21
|Jn + 223 ~-Irai = •0;57,3,4«5 0 ; 20,32,33H.

3,45

When we move from the fast zone into the slow,

/IS = .1/4 + 223 - -hi
will be negative.

If we now require that S be zero on most of the fast arc, as are Y and J, 
an argument completely analogous to that for Y shows, that

S = - 0;20,32,33H

on most of the slow arc. As for Y, there will be transitional zones for S, but 
they will be of length 1,21 intervals instead of 1,23 intervals.

The effective mean value of S, S, will be

22,8
S = -0; 20,32,33- = 0;9,48,9, . . .H = - 0;l,38,l, . . A

46,23

It is very plausible, indeed, that ø requires a correction of this sort. The 
mean value of ø when not truncated is

= 2 ; 7,26,23,20H = 0; 21,14,23, . . .d;

but if one considers the effective 0-function, truncated at 2;13,20 and 
1 ;58,31,6,40, one can readily compute the effective mean value of 0 by 
finding the “area” under the truncated curve, to use modern terminology.

9a Of. ACT No. 204, Section 7, where line 18 can now be restored. 
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ø = 2; 7,5,20,57, . . A = 0; 21,10,53, . . A

If we use the classical value for the mean synodic month of

7üb = 29; 31,50,8,20d

which derives from System B, and which was used by Hipparchos and 
Ptolemy, we get for the mean Saros:

5b = 3,43-zhb = 1,49,45; 19,20,48,20d.

There is no explicit value for the mean synodic month in System A; 
however, Neugebauer derived one in the Saros paper from the value of 
the anomalistic month and the period relation of F and 0, which relates the 
anomalistic to the synodic month, and he got

n?A = 29;31,50,19,l 1, . . .d.

This value yields a mean Saros of

5a = l,49,45;20,l,17, . . ,d.

For either of these values of the mean Saros, the fractional part is less 
than both /zr/> and 0. However, if the latter values be corrected by the hypo­
thetical S (in days), we get:

1,49,45 +/z0 + S = 1,49,45:19,36,22, .. ,d 
and

1,49,45 + 0 + S = 1,49,45:19,32,52, .. A

Though no perfect agreement is reached, it still seems reasonable that a 
correction like S should be applied to 0.

Further, by brute numerical “integration” of G, Neugebauer found the 
following effective “area” mean value of G:

G = 3;38,15,1, . . ,H = 0;36,22,30, . . .d

which, after application of the mean value J in days, implies a value for 
the mean synodic month of

ni = 29d + G + J = 29:31,50,12, . . A

Thus one gets the following value of the mean Saros:

3,43-(29d + G+J) = 1,49,45:19,36,42, . . .d 
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which, curiously enough, agrees better with the value derived from than 
with that derived from 0.

All of the values of the mean Saros, and in particular the one derived 
from the reconstructed System A value of tin1 mean synodic month, are 
close to

a = 6585^d

which is assigned to the ancients by Ptolemy,10 and which he calls super­
ficial. I cannot help suspecting that the relation

223 months = 6585d + ^d

somehow played a fundamental rôle in the construction of the more relined 
schemes, though 1 still cannot see what it was.

In these discussions of the various corrections for the effect of solar 
anomaly I have, as I said, taken J as given. However, I shall now show that 
once the solar model is agreed upon, .1 is essentially determined by the de­
cision to let it vanish on the fast arc. On the slow are, syzygies happen

30° - 28; 7,30° = 1 ;52,30°

sooner in longitude than on the fast arc. If we now use 12;ll,270/d as the 
difference velocity between the moon and the sun, i. e., assume a constant 
lunar velocity and ignore the relatively slight variation in solar velocity, then 
syzygies will happen, roughly,

1 ; 52,30° 
------------------ßH/d = ();55,22,10, . . ,H
12;ll,27°/d

sooner in time on the slow arc than on the fast. If it is then decided that no 
correction to the time interval between consecutive syzygies is desired when 
both syzygies happen on the fast arc, a correction of the order of

- 0; 55,22,10H

should be applied when both syzygies occur on the slow arc. Further, it is 
readily seen that if one of the two consecutive syzygies is in the fast arc, and 
the other in the slow, then the required correction is found by precisely the 
same sort of rules that yield transitional J-values.

The correction we find in the texts is, of course, not this, but

.1 = -0;57,3,45H,
10 Almagest IV, 2.
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yet it is of the right order of magnitude, and, as I just said, the rules for finding 
transitional J values are what one expects. The difference velocity between 
moon and sun that yields the actual J is, as a simple computation shows, 
11 ;50, . . .o/d which is rather low. 1 have sought, but in vain, for a derivation 
of precisely -0; 57,3,45 which satisfied me, and I have failed to see the 
particular attractiveness of this number. It is, of course, nicely divisible by
3,45 (the Z of the solar model), but so are many other numbers of the same 
order of magnitude. That 0; 57,3,45 is too large obviously does not matter 
in the long run, for

29d + G + J

is a very good value for the mean synodic month. I believe at present that 
this choice of a value for J may well be motivated by a desire for the pleasant 
initial value of (1,

G = 2;40H,

but it is clear that the order of magnitude is fixed, so the freedom of choice 
is quite restricted.

It is now possible to attempt a reconstruction of the theory and methodology 
underlying the procedures for predicting syzygies.

The basic decision is that the effect of lunar and solar anomaly be separated 
into independent, additive terms, so:

(i) 1 month = 29d+GH + JH
(ii) 1 Saros = 223 months = 6585d + 0H + SH
(iii) 12 months = 354d +/1H + YH

where G, 0, and /I depend on lunar anomaly, and J, S, and Y on solar 
longitude.

The solar model, and the condition that J vanish on the arc of high monthly 
solar progress, combine to determine J, and hence J, as we have just seen. 
Assuming that G, 0, and J vary independently of .1, S, and Y, or can be 
taken to be constant, we can now derive S and Y from J and the decision 
that they, too, be zero on the fast arc; thus S and Y are determined.

Turning now to 0, we observe first that a value of the mean synodic 
month and S determine the mean value of 0. Assuming next that .J and S 
are constant, a theoretical argument shows that ø is in phase with the lunar 
velocity F.11 A value of 0’s amplitude, and the decision that ø be a truncated

11 For such an argument cf. loc. cit. in note 4, p. 10. If one wishes to check how successful 
the Babylonians were in bringing ø and F into phase with the actual lunar velocity, it is par­
ticularly convenient to consider the conjunction which happened at the end of S.E. 80, VIII. 
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zig-zag function finally determine ø completely. This last step raises several 
questions which I cannot answer satisfactorily; I shall return to them below.

As for G, a value of the mean synodic month and J determine the mean 
value of G, G. Further, (i) and (ii), and the assumption that G and ø vary 
independently of J and S, establish the fundamental relation between dif­
ferences in G and 0

0ra ~ 0/2-1 = Gn + 223 Gn

which determines G but for an additive constant. Finally, G serves to fix that 
constant.

.1 is treated as G.
It is clear that the remaining questions, except for those concerning 

arithmetical details of adjusting parameters to pleasant values, are raised by 
0. The central rôle of 0 is obvious, and it is now apparent that ø was in 
continuous use—in the strong sense that its values computed month by month 
connect the earliest to the latest texts—since times already before the System A 
schemes reached their final form. However, I am still at a loss to explain in 
a satisfactory manner how the amplitude of 0 can be derived from the sort 
of observations which were recorded by the Babylonians, nor am I yet quite 
convinced of the desirability of truncating the zig-zag function which is 
chosen to represent it. And there is still the uncomfortable fact that ø is found 
side by side with early and primitive solar models,1111 while S as constructed 
above depends on the fully developed System A solar scheme. We can only 
hope that the appearance of new texts will help us solve these problems.

Text: B.M. 40094

B.M. 40094 (81-2-1, 59).
Provenance: Babylon (B.M. number).
Contents: K, M, zl, Y, C’, K for new moons, month by month, for Philip 

Arrhidaeus 4, XII to 7, XII (= S.E.-8, XII to —5, XII).
Transcription: Table 2, complemented by Table 1. 
Photograph : see Plate.

Here 0, assumes precisely the value so one would expect the moon to be near its apogee. 
Dr. John Britton drew my attention to the fact that there happens to be a solar eclipse at 
this conjunction (-231 Nov. 19, 7;44h a.m. G.M.T.), so the desired information is readily available. 
It turns out that the moon is only about 1|° from its apogee at the moment of conjunction. 
Since their period relation is good, it is clear that F and <7> were very well in phase with the 
actual lunar velocity throughout the relevant period.

lla Cf. A. Aaboe and A. Sachs, Tino Lunar Texts of the Achaemenid Period from Babylon. 
To appear in Centaurus, 1969.
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Description of Text
The text is a fragment belonging, as its curvature shows, to the right 

half of what was probably a very wide tablet of the shape characteristic of 
lunar ephemerides. Top and bottom, but no other, edges are preserved; the 
obverse has 20 lines, the reverse 18. The surface is crumbling rather badly. 
I am convinced that the text is a copy from a poorly preserved exemplar, for 
there is an unusual number of isolated errors of the sort readily committed 
in copying a bad text (e. g., 8 for 5, and 5 for 8).

Columns III and IV are run into each other, as are Columns V and VI. 
The scribe’s hand is such that it is often difficult to distinguish between his 
“tab”, “20”, and where denotes the separation mark consisting of 
two diagonal wedges, used for zero.

Critical Apparatus 
Obv. I, 4.
Obv. II, 6.
Obv. II, 8.
Obv. II, 9.
Rev. II, 8.
Rev. 11,14.
Obv. Ill, 1.

Obv. Ill, 2.
Obv. Ill, 9.
Obv. 111,10.
Obv. 111,11.
Obv. 111,15.
Obv. 111,19.
Rev. Ill, 7.
Rev. Ill, 8.
Rev. 111,13.

Rev. 111,18.
Obv. IV,13.

Col. IV.

[l,4]0,45: should be 1,40,45.
2,15,5: should be 2,17,5.
1,49,53: should be 1,49,43.
3,48,75: should be 3,48,25.
4],57,44: should be 4,57,46*.
1,49,5: should be 1,59,55.
3,5,10: copyist’s error for 3,5,10; “tab” is followed by what 
may be “sd m[u]” (for the year) although the “sd” could be 
read “4”.
3,40,45: should be 3,44,45.
15,29,16,42,46,40: should be 17,29,16,42,46,40.
15,15: should be 15,15.
6,27,54,55,20 : should be 6,27,57,46,40.
3,10,44,15,33,20: should be 3,10,54,15,33,20.
3,34,12,2,13,20: should be 3,37,12,2,13,20.
1,33,25,53,55, . . .: should be 1,33,25,53,56,6,40. 
7,23,36,45,47,13,20: should be 2,23,36,45,47,13,20.
3,29,11,6,40: should be 3,29,11,40; a very natural slip of the 
stylus for a scribe accustomed to the frequently occurring 
endings of nice numbers.
/1-value should be denoted lai.
Value should be 21,2,59, but traces in the second place look 
like l3j rather than l2j.
Except for the first four lines, the values are denoted lai instead 
of tab, perhaps in imitation of Col. J.

Mat. Fys. Medd. Dan.Vid. Selsk. 37, no. 3. 2
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OK

Rev.

Table 1.

Ip C$1
1 /! W rj;] IO

1. 5. £.-?/// 2, 1,^3. g,Si, Zo Y // -16,>8 3, t> 57,3o 3,12,20 - 21,17.3/,3o - 7 Ho, IS
-7, ' 2, to, 37, 1,26.1° » 1.33,1s 3, <1 V2.3o 3,16,31,11.28,53,10 - si, 7>ys - ^.22,3o

// 2,13,28 Z 7.1/,/S 3,3/. V,3o 2.50, Vg.20 - S7. 3.1S - ^y/
Hi 2./6,/OiSS.33lZO <S> snys 3,38,26.30 2,1 o - 57. 3,15 - 2,//

y IV 2,/5,12,16,10 SI 3-56,‘8 3,31,18,3o 2. Io - *7, 3, IS + /.'‘J
o 2,12,26.5/. 6,1o 2- 3,18 3,23,10,30 2,1/16. 6. Ho - S7. 3, IS -F y/7

vi 2, I.Ho.SSiZ.Zo ü / ,2o 3, S,l6,Ho 3, 2,31,21,26,53,20 - 22.ll.27.3o + ?///y
VII 2. é,5T N /,Zo 2 y 8,H 6,Ho 3,2£,Zo /o

Vlu 2, t V/6 Ho S 1-20 2,31,1% syn. eygy/, 6,io 7. yzo
lo. y 2, ! ,23, 8,53.2o % /;2o 2,28, 1,2o H.IHSI.II 2,13.20 + i.

X / 5K 3 7 I3,2o ■^x, /.2o 2.26, So,Ho iysysss.33, zo So, Ho
X/ //?/y/7 Y6/o X /;2O 2.36,32 1,58, 2,57.16,Ho 1. So. Ho
x// 2, 2,3 0.3 3,2o V /■ 3.1S i.sy. 2,3 O 1,32,30,81,5/, 6,10 ~ ^,'V.32,3o 8. IS,/5

2, S,/6.2S,S3,2o Y !<),. II, 18 3/2/7,3o 1, 6,12. I3,2o - S7, 7>ys 1,22,3 0
IS. 2. S. 1,11,16.10 V 17; lé.HS 3,26,55,30 3, Ho. S3 <>118,53.2o ' 3, is 7. 'J

u 2, 'o.Hg.zo ÏL 28; 26 IS 3,31, 3,3o 3, IS, 1,56.'7,16,10 - 57, 3, IS 3, 3H
m 2,13, 37, >8,33,10 & 23,33,18 3,3H,U,3O 2.11.33,20 '57, 3,15 1
IV 2,16,20 //, 6, Vo J2 2l;1l, IS 3,17 yiy o 2.1 o ~ ^7, 3, IS 3,26
i/ 2,/S, 3,3/. 4, Vo ^20; 16 3.<3. 1.2° 2.1o - 13.11.26.30 + 7, ?

2.0. 6 2, Izy7.3s33.2o £ 20, /C, 2,S3, 1.2o 2,12.22 57.16,Ho <0

/. Vu 2. °J, 3/. 1° 2o. 16 2,IS, S3,3 6 3. 3,57.16,10 4 ^.37, S2
VIII 2, 6,18,11,26,Ho / 20; /6 2,26,37,52 3,21,16,28 'I, 6yo + Hi7, Sz
/X 2, 3,Siyg,S3.2o ZZO;<6 2,18,12, 8 3,55,38, 3,12,/3,20 37, sz
X 2, l,t3,S3,2o 20,16 2,31, 6,21 H.2l,23y2.<3,zé> - 3,22. ?

X/ /.58,27,57.16,10 K 20; <6 2 16, So, Ho Vy/,1 H S/, 6 Ho - 7/2, g
Xo 1,5*1,83, 83,2o Y lg; Hi;IS 3, S,S2,3o 1SH,18,16,17.16.10 - 1H/Syg,3o - ‘jyo.SS

/ 2, 2,37/2/3/0 'S <6, 86,18 3,22,16,30 1,31, 1,26,10 -57.3, 18 - ^,27
u 2, 5, 2S, 11,16,1 o Ï IS; 3, VS 3,32, Ho, 3o 1, sysyg. 8.53.20 ' S7. 3,15 V/7

hi 2, '/yo & <3 ; >1,18 3,3831,3o 3,3^7,27, 1.37.16,10 ~ 57, 3, IS - lz7
Jo. IV 2,/O,87,38,33.2o ft nyzys 3,31,28,3o 3,13.38,3/. 6,1o ~ 5Z 3, IS f 2, 3

V 2,13,13,3/, G,1o »p 1-26. IS 3,2o, <3,3o 2,18, < 1, iS.33.2o - 57, 3, IS /• 5,37,3o
Vi 2,16,21,26,10 7/Z 3, o,32 2.1o - 7,13,10,30 f 1, So, IS
VI/ 2,11,51,'S,33,2o *] V2 2.10.32 2, Ho f to
VIII 2,<2. *,lo / 1,12. 2,2g, 11,/z 2.13, 0,33 2o *

ly IX 2, ‘112 21,16,10 Z V2 2,21, 6 21 3 Syiy/ S/, 6,1 o f 2, 6,21
X 2, 6,3^22,83,20 zz 1-/2. 2.27,83 36 3,31,12,50,22.13 2o - /, S3. 36
X' 2, 3,8o,3?,2o < 7/Z 23^,10,1* 3,57, /,2g,53,20 - 5.S3,36

XU 2, 1,1,37 iG.lo Y g. 2^18 2, Sg,57,30 1,22,50, 7,21,26.10 - 23 /2/7 30 - ^.35.2/

Rev. line 5. Col. IV,5 is empty; the Y-value should be 8,14,32,30 tab. In 
Col. V,5 the text has the value 8,12,35,30 tab; this should be 
3,35,55 tab. In Col. AT,5 we read 3,36,45 with the final 5 
damaged; this should be 0;7,29 tab. I believe that the scribe 
copied from an exemplar which, like his copy, occasionally
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Table 2.

UK> HIM) I (A) F (Y) Y (C) Y (K)
/. D J V $,11,16 su. 3, S, 10 tab Scl'l’ ^u]i' 21, 1,^ tab 3 ,^7,30 tab J [3,32ftM

12, lo). S' 2? 3,ii.vo sH iio,V5 2/, 2,57 tab 2, 3 tab [V, 7,SGtat>]
[fjlg 3 2? 1,31,38 $2 3,SS 33,10 2/ 1.3'1 tab /,. tø] ly,‘?,3G^]
[/ <0 Vi 2? $,$0,53 su. 3,51 IS 1!, l.S^tU t u [1 (S,lotah]

£ .111. 'S 2? V, 6/7 & 3,33, 8,53.10 /['I,30 lai ] 13,31^^1
[ //? 3/J 2J$. 5 Su 2,18 1,52,16, G,1o 2.21 U 12,15,38 U]
[2/?, 21 I 1 5,28, 3 $2 l,$7,S/, .,15 3,7l\lolal] [/SI lotah]
[3 3gZo] [ 1 1,11,33 Su. /, 7 Vo,. 8,33.53 2o 3,22^ U] E /, y, tab]
[V /'/] [ 1 3,W'l5s<2 1$,21, lb 12, VG, lo 1,53.1^ lai ] [ IS, is tab]

fO. [y',23, a E S^s'd su. /S, 'S loi 25,1 Liai ] £ 18,1oU]
LVIV $5] [ Vo.^si 6 17.5153.Zo loi /, 3,2^41 L $,23 lai]
[VSo /z] £ i, so], 12$ a Vo,27, t ,3. $3 lo tab 2,31 tab [
[y/s-.i/j L 3,3k vz *«■ l,3o37,$2,$Stab 2! ^$1 lab 3,Zl,3oU> I', 55, g tab]
[3, o, 'SI £ 3]y,2é5^ 1,20,1/811 ,1(>, G.Vo 21. Z,$VU 3\l)3otab] [2,15, Ml

IS. C 2,3 6/7] t 3,$17,37 su. 3,10,11,1$,33,2o H. 1.57 U 2, V,3^tU] [3]31,11 tab]
12 '1,17] £ t l\fl,Su. 3,16 21,1,51 Û [Vi,3oU] y,E7/w
[ //2,Z5] £ SSofy $6. 3,55,33, 20 H. l,S°l iaL [V/,3olal] V[!S,5Stabl
£//6/2j I v. y 2ÿ su 3,$3 11,13,20 11. 2,$1ùd 2,[V,3oU] [<7,11,1$ tab]
[2, 3/o] £ 2. o,3k su. 3,31,12, Z 13 2o 3,f/, 2o U] [3/7,3/ tab]

2ß. [2/2,23] L £ 8,ll]su. 2lS,i3$i, '5 [31/.2oU] 12,11,3M]

I. 13,11,3g]
[3,31,ZU 
£3/6/3] 
iijs, /]

L 
L
L
I

1,55,36 to]
1,11. I'M]

W,$<? 5«.]
2, 6,57 sd]

[2^, 2,^,23,S3,2o

1, 1,52, 7,32,16 lo 
n,ii',‘sii,io tu 
/ l^/lb.lolal

[2,12,18 U] 
11IGU 
11,16 tab 

2.12,18 tab

[ l,$2,$0 U]
[/, y. 8 tab]

/S.ZblUl
16,1$

5. [7,37 y?] £ 3,17,10 sii] 1,2/, o ,51,16, lolU <8,11,32,30) t,IZ,3S,3otoi 3. 36,SS['2]
o,32] £ 5,26.37] su. 13.1$, 1. 5 tab 21. 1,57 IU 3.21.30 tab /, 7,4

L3,2S,311 £ 2, 1], 2 SÛ 1,33,is,si,si,.. .. 21. Z.5j Ut 2. V.iotai //6j33Ml
[3 3, /S3 E ljs7,11su. /,23.36 1517,13.2x> tab Z'.2.S1 lai It.io tab 2, V£ 10 tab]
[2/o/4] E 1 2,16, So su. ~3,/3 3l.1otab 21, l ,$cj lab Vl.iblal 3, 3j3, S3 tab]

Id. 12,18 38] £ 1 S,S$,n si2 3,17,11, 1,26,10 tab :^7 2. V,3olal V.[6,12tab]
[1,56,$3] [2} 1, I, 3 $5,33 2o tai 7. <3 1o.3o la.1 3,31, SUL [3 $7 IS tab]
[2.12,37] /, is, tz $ii 3 $3,10,22 <3.20 tai 3, V i,2o lai [3,11.27 U]
[2, So] 1,18,11$ (2 3,21 II, 6l0 tai 2,11,11U [3,26,51 tab]
[2/5, 7] IU 1.11 5 si 2,11,2^,50,13,53 10 toi So Volai, [2,11,3S tab]

IS. [3, 7,3o] [& V2, y]i2 /,$! 1158,22.16,lotah 37,$Ztab [l,$2,5Ztab]
[3,27.'71 £ ] I, 2,16 $12 /,2, 1, 6,31. Vo tab [/, V, to tab]
13 57, g] 3 i/,3G$d 11, 56 23,33 S3 2o 3.3V,5itab] I /S,3ltab]

r—
t 

-C
 

M
J

1—
1

S,Zi,38$i2 11.21.26, Vo < loll 21, 2.57 lut 3.27.4<7tu] £ 5, / tab]

/.

5.

lo.

ZF.

-à>.

/.

5.

lo.

15.

B.MA 00 W (81-2-1,5?)

ran the columns together and in which line 5 of the reverse 
was damaged; and that he copied what he saw in the correct 
line, but shifted one column to the right.

2*
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Obv. V.
Obv. V, 3.
Rev. V, 5.
Rev. V,16.
Rev. VI, 3.
Rev. VI, 5.

All readings are very uncertain.
1, . ta[bj: reading not certain, might even be 
See note to Rev. line 5.
<7,6,24: should be 2,6,24.
Reading uncertain.
See note to Rev. line 5.

Commentary
1 shall first comment on the text column by column, beginning briefly 

with the ones I found it necessary to compute for the sake of restoring the 
preserved columns, and then proceed to a few more general remarks. 1 shall 
adhere to the terminology of ACT as far as possible.

Column T, the date column, is reconstructed in the following manner. 
From well-preserved /1-values in Column III, I found, via Table 3, the 
corresponding 0-values, which turned out to be øi-values (i. e., 0-values 
associated with conjunction) and Column 0 of the text was thus recaptured. 
Assuming that these 0-values are connectible to those of the ACT System A 
texts, the dale column could then be provisionally restored. Assuming further 
that the solar longitudes, loo, are connectible to those in the ACT corpus, 
the dates then yielded the solar longitudes given in Column R. These solar 
longitudes were later confirmed by Column Y (particularly Rev. IV, 11), as 
well as by columns which depend on length of daylight which, in turn, derives 
from solar longitude.

The reconstructed dates are then beyond doubt, though they are very 
early. The hitherto earliest known lunar ephemeris according to System A 
was ACT No. 1 (from Uruk) for the years S.E. 124-125.

To proceed with the reconstructed columns, Column C gives the length 
of daylight in large hours and is derived from Column B according to the 
standard System A scheme given in ACT.12

Column G, which played a large rôle in the introductory discussions, is 
derived from Column ø according to the standard ACT set of rules.13

Column J, the correction for solar anomaly, is derived from Column B 
by the rules discussed above, and Column C’ derives from Column C by 
the relation:

as in ACT.14

12 ACT I, p. 47.
13 ACT I, p. 60.
11 ACT I, p. 62.

O — ■2’(Crø-i C«),
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The first preserved column of our text is Column K, where

Kn = Gn + Jn + Gn ,

i. e., it denotes the length of the month, but for 29d, with a correction, C’, 
built in to account for the monthly variation in the length of daylight; this 
is necessitated by the desire to denote the moment of conjunction relative 
to sunset. Column K is, as usual, abbreviated to three places.

Column II is Column M which gives the moment of conjunction; thus, 
Obv. 11,1 says, that in S.E. —8, month XII, the conjunction of sun and moon 
happened on the 29th day, 5; 29,46« before sunset (su, short for ana su 
samas, means until sunset). In order to compute the date of conjunction, 
one must know whether the previous month was full or hollow. This infor­
mation would have been given by Column P, but our text is not preserved 
that far; thus I have made no attempt at restoring the dates of the conjunction, 
since I chose to work only with internal evidence. However, the dales can 
be quite securely reconstructed from Parker and Dubberstein’s Chrono­
logy,15 if one wishes.

The hours of conjunction are readily computed from K by the rule that

Mn = Mjj-i — Kn,

letting M stand for the hours. K is subtracted because M denotes the hours 
before sunset. M, too, is limited to three places; thus, my restoration of K 
and M may occasionally be oil' bv one in the last digit.

Thus far our text has followed the pattern of System A lunar texts in 
ACT. The next columns are found here for the first time in an ephemeris, 
though A was known from procedure texts.

Column III gives A, month by month. In analogy with the situation for 
G, it is convenient to introduce a pure zig-zag function, Â, which has the 
same period as zl and 0 (ultimately the anomalistic month) and which 
agrees with A on its linear stretches.

The parameters for Â are

MA = 5; 3,33,53,33,53,20« 
mA = -0; 46,18,8,53,20«
ctø = 0 ; 50,10,51,51,6,40«/m

with reflexion parameters

15 Richard A. Parker and Waldo H. Dubberstein, Babylonian Chronology 626 B.C. — 
A.D. 75. Providence, R.I., 1956.
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Table 3.

£ £ A &
§

2/3/0 t 2/3,2o t 3, / 33/O 0

2, 75",27, 2/3,2ot 2,73, 2/3,2o f 3, sy, 33/0 /

z, /s/y/«/s/o t 2, /2,yy,26/ot 3, sy, /$/3,2o 2
2, ((,, 2, 3S/3,2of 2/2,24/o t 3, ry, 7o 3
2, /4/o 22/3,2o t 2/2, 8/3.2of 3, S3/4/o y
2 IL, 38, 8/3, Zot 2, //, 57, é/o T 3/2/S-/3/O S'
2, /4/S/S/3,2o t 2, '/,3J/ot 3/7, 6/0 c
2/4, ST/r/3,2o| 2, ///S/J.Zot 3, y? Zo 7
•2/4/8, 8/3, zo| 2, 'o, 5-7, y&/o t 3/7, /S/3,2o 8
2, 74,20 22/ 3 2o I 2. /o, yo t 3, yy/3/o 7
2, /6, 2/5/3, Zo 1 2,70/2/3, Zof 3, VZ. /3,Zo /o
2, '$/y, yg/3/0 i 2/0, y 24/01 3, 3? /S'/î/o II
2, /$', 27, 2/3,2ol 2, <7, *4, io t 3/4 '2
2/5', 7 7$; 3 3,20 1 2, ?,28/3,2ot 3/2,24, y0 13
2,7/5/28, 3-3,20 i 2 1 t/LYoi 3/8 3 s; 33,20 /y
2/7/3/2/3,20 | 2, g/J/ot 3/y/4/o IS
2/y/S SV/3/o i 2, g/s-/3,2ot 3, Zo 10
2/3,57 8/3,20 1 2, 8, 1 ?, </6, y o Î 3, /r IS', 3j/o 17
2/3/0,22/3,20 1 2, « t 3, '0,13,2o l&
2/3,22/5/3/oj, 2, 7/2/3, Zof 3, y/3/0 /«,. iys~
z, o. y, $?, zo i

i

2, v^zvot

<

*/o
1
1

tg,, s yv

i

2,

1
l

^Vof 78, /2/'7/4/o /«,. ?/s_
2 3/'j/2/3,2ol /,S?/3,Zot 72/0/2/3, Zo 77; 8/S'
2. J,3y,SV/3,2x/ //7, ST/3/ot 7, Vr 3 3,2o /6. «/S'
2, 3, li, 8/3,201 7/7,5?, 8/3,2o| 2,58/7, fe/o /s;. ?/r
2, 3, 0/2/3,2o 1 7 s«, 7$; sr/3,204 - //o/y/4/0 /y,. g/s-
2, 2/2,3$; 33,2o| /, 37/3/2/3,2o 1 - £ «2/3,20 13
2, 2/y/g/3,2oi <5B//,28/3,2x?I - ?, 33, Zo 11
2, 2, 7, 2/3,2o 1 /,i^, ?, /s; 33,20^ - 72, yg S-3, Zo °!
2, /, y?,/$-/3,2o 4 7,S'y, 27, 2/3, Zo J. " 75/8/3, 20 1
2, /, 3/ 28/3,201 /, $7, yy, yg, s3, zo i - 77, 33/0 f
2, //3/2/3,2ol 2, o, 2, 3S/3,2ol - /<?, 2,7 3,20 3
2, 0, «// 33/oi
2, o/«' 8/3,20^

2, 0,20/2/3/0 i
2, 0, 38, 8/3,20 i

- 7?, ST 33,20
- 20,13, 2o

1
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2M - d = 9;16,56,55,16,40
‘2m + d = — 0 ; 42,25,25,55,33,20

23

and the period 1 44 7
P 4 = p d = Pep = ’ ’ .

7,28
. 1 agrees with A for

0:12,50,22,13,20 g A g 3;4,53,20.

beyond these limits, A is derived from 0 by the scheme given in Table 3. 
In this table the arrow after a 0-value indicates whether it belongs to an 
ascending or descending branch of the zig-zag function; the last column 
presents interpolation coefficients referring to the subsequent interval.

Column IV gives the function Y, the correction to A for solar anomaly, 
which has been discussed above. As said, the Y-values, but for the first four, 
are erroneously denoted “lai” by a scribe who was probably familiar with 
the similarly appearing Column J. However, as we shall see, the values in 
Column K show clearly that Y is to be taken as positive when not zero.

Transitional values are rare, as I said above. The one in Rev. IV, 11, i. e.

Y = 0;7,13,40,30H

follows precisely the rides set out in the introduction. It would, by itself, 
have sufficed as a base for reconstructing the solar longitudes, had I only 
understood Column Y in time.

Column V, which I call C’, is a correction to A for the change in length 
of daylight, analogous to the correction C’ to G.

It is precisely derived from C by the rule

Ci = i(Cn-12 - C„).16

In order to restore the first 12 values of this column, I have provided 
the solar longitudes and the corresponding values of C in Table 4.

Column VI, the last preserved column of the tablet, of which but little 
remains, I call K. It is in an analogous relation to A as K is to G, for

Kw = An + Yw + CM

abbreviated to three places.

16 Cf. ACT No. 200b, Section 3, which gives the change in C for 12 month intervals. If 
one halves these values, one gets C' under certain conditions.
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Table 4.

T B, C,
SZ-V'i v 2/,-ysyr 3, 7,«,3o

-8, ' 3, Z3 5?3o
II JL % 3 AS' 3, 33 7,3o
III & 3, 3S io, 3 o
tv <ç Y AS as 3,3<tV°
V ^12.;^, IS 3, ISAZio
V! 2 tfAÂ
Of q /2/y 2,2f
Of/ J U-Vf- 2 21A°Ao

3" ^•zy/7, '2
X 2,235) it.
X/ A '2;ZŸ 2 A 1,3^

Z.7 - *'/ Y ii.^/s 3 0,5)30

The few numbers which remain of K suffice to show that the designation 
of the Y-values as negative, but for the first four, is an error without conse­
quence.

The discovery of the columns C’ and K makes me unable to see any 
justification for A except that it, or rather K, provides a much needed check 
for Column M. Using the relations of G to A, J to Y, and C to C’ and C’, it 
is readily seen that we have, at least ideally,

Mn-12 - Kw = Mrø (mod 6H);

to give a specific example from the text:

Mis = 3; 57,39
- I<27 = — 1 ; 56,33

2; 1, 6
and the text gives:

M27 = 2; 1,2.

The slight disagreement was, in part, to be expected from what we found 
in the above comparison between G and A ; the relations between J and Y, 
and C’ and C’ are, of course, exact.

Since M is a conglomerate of quite unrelated parts, it has, in modern 
times, always been a problem to check M-values, and the problem is, of 
course, aggravated by the very nature of M which preserves an error once 
introduced, as well as by M’s importance. It is, then, not very surprising to 
learn that the Babylonians had constructed K, and its ingredients, as a checking 
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device, of necessity elaborate, nor is it, then, odd that A and the other new 
functions do not appear elsewhere in the regular, finished ephemerides.

If K is to serve well as a control on M, it is very desirable that its con­
stituent parts be as independent of their analogues in K as possible. As we 
have seen, A is found directly from 0 and independently of G; so I am con­
fident that we shall eventually find textual evidence for the rules I have 
given above for deriving Y directly from the solar longitude without J as an 
intermediary.

Yale University
New Haven, Connecticut, U. S. A.

Indleveret til Selskabet den 21. august 1968.
Færdig fra trykkeriet den 18. februar 1969.
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Synopsis
In the theory of relativity the thermodynamical state of a homogeneous isotropic body is 

determined by five independent variables. In the present paper it is shown that the thermody­
namical properties of the body are completely determined by relativistically invariant functions 
0 and 0 of the state variables, which are the appropriate generalizations of the classical free 
energies of Helmholtz and Gibbs. When the ‘potential’ ø (or 0) is given, all thermodynamical 
quantities, such as the four-momentum, entropy etc., can be obtained by partial differentiations 
of the potentials with respect to the state variables. Finally it is shown that the potentials 
0 and 0 have a simple statistical interpretation in the relativistic generalization of Gibbs’ 
classical statistical mechanics, which allows to calculate the functions ø and 0 when the mechan­
ical constitution of the system is known.
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1. Introduction and Survey

In classical non-relativistic thermodynamics the thermodynamical potentials 
—the free energies of Helmholtz and Gibbs — play an important role. 

When a potential is given as a function of the thermodynamical state 
variables all state functions can be obtained by partial differentiations 
of the potential, i.e. the thermodynamical properties of the body in question 
are completely determined by the potentials. For a homogeneous isotropic 
body at rest and in thermal equilibrium the state is determined by two 
variables, for instance the volume V° and the temperature T°, and the free 
energy of Helmholtz is defined by

FO=H°-T°S°, (1.1)

where H° and S° are the energy and the entropy, respectively. When F° 
is known as a function of T° and V°, the entropy and pressure are given by

S° = -
dF°(T°, V°)

dT°
dF°(T°, V°)

(1-2)

and by (1.1) it follows for the energy

(1-3)

In a relativistic theory, the relations (1.2) must still be valid in the rest 
system S° of the body, but there is no a priori reason that the same relations 
should hold in every system of inertia S. The principle of relativity requires 
only that the corresponding relativistic relations must be covariant and must 
reduce to (1.2) in the rest system. Nevertheless, Planck in his classical 
paper [1] tried to determine transformation laws for the thermodynamical 
quantities in such a way that relations of the form (1.2) remain valid in 

1* 
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every system of inertia S. If v is the velocity of the body (or of S°) with 
respect to S, we have

p = pQ, V=V°^l-ß2, ß = v/c. (1-4)

The pressure is relativistically invariant, and the same is assumed for the 
entropy, i.e.

S = S°. (1.5)

In order that relations (1.2) be valid also for the transformed quantities, we 
have then to accept Planck’s transformation laws for the free energy and 
temperature in the form

F = F°|/l^ 

TP = T°\/T^ß2,

In fact, from (1.2 —7) one easily finds the relations

„ 0F(TP,V) dF(TP,V)
S =--------------------------------------- , p =------------------------------------------

A'T' r A AT

(1-6)

(1.7)

(1-8)

which have the same form as the equations (1.2) valid in the rest system.
By this argument Planck was led to introduce a temperature Tp relative 

to the arbitrary system of inertia S given by the formula (1.7) and his point 
of view has been accepted again quite recently in a paper by R. Balescu [2]. 
However, in the meantime H. Ott [3] had given strong arguments for 
introducing a different temperature To given by

To = T^l-ß2. (1.9)

In fact, this formula follows uniquely (see (1.35)) if one wants the second 
law for reversible processes to have the same form 

c dQrev 
aS =--------

as in the rest system, where we have

1 o
(1-10)

(1-11)
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The violent discussions in the literature following Ott’s paper have made 
it clear that the relativity principle alone does not lead to a unique concept 
of temperature relative to an arbitrary system S, for the transformation law 
for the temperature will depend on which of the classical thermodynamical 
relations holding in the rest system, are assumed to retain their form under 
Lorentz transformations. Beforehand it does not seem quite natural to base 
the definition of temperature on the requirement of form-invariance of the 
relations (1.2, 8). Firstly, they refer to the rather special case of a homogene­
ous isotropic body and it would seem more natural to postulate the form­
invariance of the first and the second laws of thermodynamics which are 
believed to be valid for any thermodynamic system. Secondly, in an arbi­
trary system of inertia the definition of the state of a homogeneous and 
isotropic body requires the fixation of live (not two) independent variables, 
for instance besides T° and V° the three components of the velocity v. 
This is also the case in the non-relativistic theory, but there the internal 
thermodynamic properties are entirely separated from the external kinetic 
properties of the body. This is not so in relativity theory since the inertial 
mass of the body depends on the internal state. Therefore it is to be expected 
that the pertinent relativistic generalization of the equations (1.2) will con­
sist of five equations which express five thermodynamical quantities as partial 
derivatives of the relativistic potentials with respect to five suitably chosen 
independent state variables. These equations must of course reduce to the 
two equations (1.2) in the rest system S°.

In section 2 of the present paper we shall see that these expectations are 
fulfilled when we use the formulation of relativistic thermodynamics which, 
as was shown in a recent paper [4], is suggested by relativistic statistical 
mechanics. In the remaining part of the present section we shall give a short 
account of the relativistic formulation of the first and the second laws 
obtained in the just quoted paper.

In view of the above mentioned arbitrariness in the general definition 
of the temperature, it was proposed to abandon the notion of a separate 
temperature relative to the different systems of inertia. Therefore, when we 
speak of the temperature of the body we simply mean the proper temperature 
as measured by a thermometer at rest in the body. In any system of inertia 
S different from S° it appears more adequate to speak of a temperature 
4-vector as defined by Akzeliès [5]. If V1 is the four-velocity of the body 
with components

yt = (yV, yc} , y = (1 - ß2)“l (1-12)
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the temperature vector is
r = rn^ic. (M3)

In the rest system this 4-vector has only the one non-vanishing component 
T04 which is equal to the proper temperature T°. In an arbitrary system S 
the fourth component 7’4 is equal to the Ott temperature (1.9).

In many thermodynamical considerations it is more convenient to intro­
duce the reciprocal proper temperature

9 = 1/T° (1.14)

as a measure of the thermal state. Then, if we also introduce a function

ø°(0°, yo) _ ßoFo (1-15)

(-ø° is the so-called Planck potential), the relations (1.2) take the form

1 Ö0O(0O, V°)
00 d v ° (1-16)

Since 0° goes to zero with increasing temperature, Truesdell [6] has coined 
the word coldness for the quantity 0°. Instead of the temperature vector T\ 
it is also convenient to introduce a “coldness vector” 0ï by

0< = 0°V/ (1.17)

which in the rest system has the components

00i = c0o = c/00, (ltl8)

In an arbitrary system S the fourth component 04 is equal to c times the 
reciprocal of the Planck temperature (1.7). In contrast to the Vi, which 
satisfies the relation

ViV* = - c2, (1.19)

the components 0i of the coldness vector are four independent variables 
which may replace T° and v as state variables. Thus, for a homogeneous 
isotropic body the thermodynamic state is completely determined by the five 
variables (0f, V°) or (0f, p).

The coldness vector is a time-like 4-vector with the norm
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0(09 = [/-OiøVc. (1.20)

From (1.17-19) it follows that the value of the invariant 0 is equal to the 
coldness,

0 = 0° (1.21)
and that

V< = 0</0. (1.22)

Thus, for given 0* the coldness and the four-velocity (and so v) are determ­
ined by (1.21, 22).

Now, as was shown in ref. 4, the appropriate relativistic expressions for 
the first and second laws of thermodynamics arc the following. For an
infinitesimal process we have

1. law: dGi = dli + dQi (1-23)

2. law: dS > — f^dQi. (1-24)
In (1.23)

dGi = {dG, -dH/c} (1-25)

is the change of the four-momentum of the body

Gi={G, -H/c}, (1-26)
and

dQ, - {dQ, -dQlc] (1-27)

is the four-momentum of supplied heat in the process, i.e. dQ is the heat 
energy and dQ is the momentum conveyed to the body by the heat supply. 
Finally,

dlt = {dl, -dA/c} (1.28)

is the ‘four-impulse’ of the external mechanical forces, i.e. di is the impulse 
or the time integral of the total mechanical force acting on the body and 
dA is the work performed by these forces during the process.

In non-relativistic thermodynamics the first law is expressed by one 
equation only, the law of conservation of energy. Due to the symmetry 
between momentum and energy in the theory of relativity, the first law has 
to be supplemented by three other equations expressing the conservation of 
momentum. In general neither Gi, dGi nor dli are 4-vectors, but the differences

dQi = dGi ~ dit (1-29)
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are the covariant components of a 4-vector for any process and for an 
arbitrary thermodynamical system [7] 18] [9]. This important result was ob­
tained first in the case of a fluid in ref. 7. In ref.s 8 and 9 the proof was 
given for an arbitrary thermodynamical system. For the validity of this the­
orem it is essential that dit by definition includes the impulse and the work 
of truly ‘mechanical’ forces only, i.e. the force acting on any infinitesimal 
part of the body, combined with the rate of work, must form a usual Min­
kowski four-force.

For a reversible process it can further be shown [7] that the four-momen­
tum t/Qlev of supplied heat is proportional to the four-velocity, i.e.

(1.30)

Since (F and dQi are 4-vectors the right hand side of (1.24) is an invariant 
which, on account of (1.18, 27), has the value

-ø'dQ, ---f4r - yo°- (131>

Therefore, by (1.5), the relation (1.24) is equivalent to the relation

(1-32)

which is known to be valid in the rest system. Since the equality sign in 
(1.32) holds for reversible processes only, it follows that also in (1.24) the 
validity of the equality sign means that the process in question is reversible. 
For such processes dQ*ev is given by (1.30), which for i = 4 gives

dQrev - dQ?ev/|/l-/î2 (1.33)

on account of (1.12, 27). Thus, for a reversible process, (1.24) becomes

rfOrevlA - rf2

yo (1-34)

by means of (1.31, 33). This may also be written in the form (1.10) 

(1.35)
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where To is the Ott temperature (1.9). However, it should be noted that
(1.24) for an irreversible process in general is not equivalent to

dS >
dQ (1.35)

The latter relation is valid only for very special irreversible processes such 
as in the case of pure heat conduction.

After this short survey of the general laws of relativistic thermodynamics, 
we shall in the next section give the appropriate relativistic generalization 
of the thermodynamical potentials and of the classical relations of the type 
(1.16). Finally, in the last section the statistical interpretation of the relativistic 
potentials is given, which will allow us to calculate these quantities when 
the mechanical constitution of the system is known.

2. Relativistically Invariant Thermodynamical Potentials 
for Homogeneous Isotropic Bodies

The thermodynamical system considered in this section is a fluid, contained 
in a vessel of rest volume V°, which exerts normal pressure only against 
the walls of the container. In thermal equilibrium the four-momentum of 
the fluid has the following components in the Lorentz system S [10]:

Gt = {G,- H/c} = {(H° + p°V°)y®/c2, - (H° + ^V0) y/c} (2.1) 

where the superscript “0” refers to the rest system S° of the fluid. The Gi 
are not the components of a 4-vector. Nevertheless, ViGi is an invariant, 
for we have in any system S by (1.12) and (2.1)

Vr<G/ = (H° + p°V°')y2ßz-(H° + ß2jo°V°)y2,

= - H°. (2.2)

Hence, - V’G« is equal to the rest energy.
Besides the four-momentum we shall consider two other quantities Pi 

and Ei which, in contrast to Gi, are 4-vectors. The first one is defined by

Pt = H°Vilc2 (2-3)
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which would he the four-momentum of the system if it were a free system. 
Following the terminology of Landsberg [11], we shall call Pi the inclusive 
four-momentum. The second 4-vector Et is defined by

Et = (H° + p°V°) Vt/c2. (2-4)

A comparison with (2.1) shows that the spatial components EL are equal to 
the components of the momentum G. The fourth component is of the form

with
E4 = - E/c

E = -cEi = (H° + p°V°)y = H + p°V°y(l - /?2)

(2-5)

or, on account of (1.4),
E = H + pV. (2-6)

Hence, E is the quantity usually called enthalpy and therefore Et will be 
named four-enthalpy. Gi, Ei, Pi are obviously related by the equations

Ei = Pi + p°V°Vilc2

Gi = Ei +0t4pVlc.
From (2.2-4) we get

= - (H° + p°V°) = ~E°

where E° is the enthalpy in the rest system, and

FP; = PG/ = - H°. (2-9)

DilTerentation of the second equation (2.7) gives

dGi = dEi + ôud(pV') /c.

Therefore, the first law (1.23) may also be written in the form

where
dEi = dJi + (/Qi (2.10)

d.E = dli - 0ud(pV)lc = {di, - [(/A + d(pV)]/c} (2.11)

on account of (1.28). In contrast to dli, the quantity c/Jf is a 4-vector. This 
follows at once from (2.10) since both dEi and dQi are 4-vectors. Thus, 
0idJi is an invariant with the value
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0^^ = 0OidJ? = cO°dJ°4 = -0°[<M° + d(p0V0)].

11

(2.12)

Here we have used (1.18) and (2.11). For a reversible process the work 
dA° in the rest system is

dA° = -p°dV°. (2.13)
Hence

tfdJ™ = -0°V°dp° = -6V°dp (2.14)

on account of (1.4, 21).
By means of the first and second laws in the forms (2.10) and (1.24) 

applied to a reversible process we get

dS= - e'dQF' = - 6idEi + 0Wfev
or, using (2.14),

dS = - ØME/-0V°c(p. (2.15)

On account of the relations (2.7) between Ei, Pi and Gi, this equation may 
also be written in the alternative forms

and

where

dS = - 0MPi + OpdV° (2.16)

(Pp
dS = -^dGi+ -dV,

c (2.17)

(P = 0OyC = QyC (2.18)

is the fourth component of the coldness vector. Here we have used (1.4, 
12, 19), which imply

Vi = -0c2. (2.19)

Now, we define two invariant state functions and P by

0^-ØiPi-S (2.20)

-0<E<-S. (2.21)

Since O1 is proportional to V*, (2.9) shows that also may be defined as

0 = - QtGi - S. (2.22)

On account of (2.7, 18), (1,4), d> and P are connected by
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0 = <P + OpV°. (2.23)

By differentiating the expressions (2.20—22) and using the appropriate forms 
(2.15-17) of dS, one easily finds

d<P = -Pid6^-0pdVO (2.24)

d<P = - EidOi + 0V°dp (2.25)

d<P = - GpW- (PpdV/c. (2.26)

For a homogeneous isotropic body of the type considered here the 
thermal equilibrium states are determined by five independent variables. 
If we choose (0«, V°) as state variables, every state function appears as a 
function of these variables. In particular this holds for the quantity 0. When 
the function ø (0«, V°) is given, we can calculate five other state functions 
by differentiations of d> with respect to the five variables (0«, V°). In fact 
we get from (2.24) for the inclusive four-momentum and the pressure

Pi = -
00(0«, V°)

00«
1 00(0«, V°)
0 ØV0

(2-27)

Then, expressions for the remaining state functions follow from (2.7, 20). 
For the entropy we get for instance

S = (2.28)

On the other hand, if we choose 0« and p as state variables we get from 
(2.25) the following expressions for the four-enthalpy and the rest volume

00(0«,p) yo 100(0«^ 
00« ’ 0 dp

(2.29)

Finally, choosing 0« and V as state variables, (2.26) gives for the four-mo­
mentum and the pressure

00(0«, V) c dQ^.V)
~d6^ ’ P = _ 0* dV (2.30)
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A relativistically invariant state function which is a function of tensorial 
state variables can only depend on invariant combinations of these variables. 
The only invariant combination of the 0* is the norm 0 defined by (1.20). 
Thus, since also Vr° is an invariant, the function 0(0*, V°) must be of the form

ø(øi,yo) = /‘(0,yo) ) (2.31)

where f is an invariant function characteristic of the material system in 
question. Similarly, since also p is invariant, we must have

- g(9,p) (2.32)

where the function g(d, p) is connected with /’(Ø, V°) by he relation

g(6,p) = /‘(ö> v°) + °PV° (2-33)
following from (2.23).

Obviously, any state function which only depends on (0, V°) or (0, p) 
is relativistically invariant, i.e. velocity-independent. From (2.27, 29) and 
(2.31, 32) we get

1 df(6,V°) vo=^j(O,p)
0 dV° ’ 0 dp

(2-34)

Thus, p and V° are functions of (0, V°) and (0, p), respectively, in accord­
ance with the invariance of these quantities. It is easily seen that also the 
right hand side of (2.28) is a function of 0 and V° only, in accordance with 
the invariance of the entropy. For, by (2.31), (2.28) becomes

S = (2.35)

and, by differentiation of 0 in (1.20) with respect to 0*, we get

(2.36)

However, as a function of the variables (Øf, V), 0(0*, V) does not only depend 
on 0 and V, but also on the fourth component 04 of the coldness vector. 
In fact, since
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we get from (2.31)

V04
V0 = yV=__> (2.37)

ø(0*, V) = f 0 (2.38)

By differentiating this equation with respect to 0* (for constant V) and using 
(2.30) and (2.27) we get back the relations (2.7).

Multiplication of the equations (2.8, 9) by 0 = 0° gives

OiE. = _ 0O(HO + poyO) I
0<Pi = 0*Gj = - 0°H°. ) (2*39)

This discloses the physical meaning of the invariant functions ø and 0 
defined by (2.20, 21). Obviously we have

where
0 = 0°,

00 = 0°H°-S° = 0°F°(0°, V°)

(2.40)

(2.41)

is the classical potential (1.15) obtained by multiplying the free energy of 
Helmholtz by the coldness. Similarly we have

0 = 00 (2-42)
where

øø = 0O(HO+pOyo)_5o = 0oGo (2.43)
and

Qo = Eo+poVo (2-44)

is the classical free energy of Gibbs.
Thus, 0 and V7 are the natural relativistic generalizations of the classical 

thermodynamic potentials — the free energies of Helmholtz and Gibbs. They 
have all the properties which, as mentioned in section 1, should be required 
of relativistic potentials. By the equations (2.27-30), all state functions are 
expressed in terms of partial derivatives of the potentials with respect to 
the variables which determine the state. In the rest system, three of the 
five equations (2.27) simply express the vanishing of the momentum 
and the two remaining equations are identical with the classical equations 
(1.16) which are equivalent to (1.2). In contrast to the equations (2.27-30), 
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which comprise the transformation properties of all thermodynamic state 
functions under Lorentz transformations, the Planck relations (1.8) are 
rather trivial transcriptions of the equation (1.2) in the rest system. In excess 
of (1.2), (1.8) only contains the transformation properties of S, p and V. 
The function F(Tp, V) does not determine all thermodynamic properties of 
the system. For instance, there is no equation analogous to (1.3) by which 
the energy H is determined, not to speak of the components of the momen­
tum G. Thus, the free energy F(7>,V), as defined by (1.6), does not have 
all the properties of a thermodynamical potential.

From (2.31, 32) and (2.40—44) we get, since 9 = 0° and p = p°

0o = ^øo, yo) = øoøo(øo, yo) 1
I f 2 45) 

00 = g(QO,pO) = 0OG°(0°,JO°). )

The functions F°(0°, V°) and G°(0°, can in principle be determined by 
usual thermodynamical experiments in the laboratory performed on bodies 
at rest. Then, by (2.45), also the functions f(6°, V°) and g(0°, p°) are known 
functions of the state variables, and by replacing 0° by 0 and p° by p in 
these functions we get the expressions (2.31, 32) for the relativistic poten­
tials <Z>(0Z, V°), ^(O1’, p). Also the function ø(ØS V) of the variables (0*, V) 
is then determined by (2.38) and, by means of (2.27-30), we can calculate 
all thermodynamical state functions in an arbitrary system of inertia.

3. Statistical Interpretation of the Relativistic Potentials

Historically, statistical mechanics was developed with the aim to provide 
a ‘rational explanation’ of the thermodynamic laws and thereby obtaining 
a means of calculating the thermodynamical state functions from the know­
ledge of the mechanical structure of the system in question. In non-relativi- 
stic mechanics the statistical methods developed by Gibbs supplied the most 
general solution of this problem. In the paper quoted in reference [4], a 
relativistic generalization of Gibbs’ classical theory was given which, as we 
shall see now, supplies an immediate interpretation of the relativistic thermo­
dynamical potentials introduced in section 2.

Consider a system consisting of n particles of proper mass in which, in 
a certain system of inertia S°, are acted upon by forces derivable from a 
timeindependent mechanical potential

(3.1)
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Here, the are invariant parameters describing the configurations of the 
external systems which may influence our system. Ug will contain the inter­
action E°(x°,az) of the separate particles with outside systems (for instance 
the walls of a container) as well as the interaction W°(x°,. . ,x°) between 
the particles. Thus, we assume that the forces acting on the particles are 
derivable from a potential of the form

n
L'S - 2 U0(X?,ai) + \V0(X°1,...x0n). (3.2)

r = 1

This assumption restricts somewhat the applicability of the theory, for in 
relativity theory it is generally not possible to describe the interaction be­
tween the particles in this simple way. In general the interaction has to be 
described by an intermediary field which has to be treated as a separate 
physical system with an infinite number of degrees of freedom. However, 
for a gas of particles of nucleonic mass, the relation

kTQ
- « 1, (L = Boltzmann’s constant) (3-3)

me2

is very well satisfied, which means that the system may be treated non- 
relativistically in S°. In fact, if m is the mass of a nucleon, the proper tem­
perature T° would have to be of the order of 1013 °K in order to make the 
left hand side of (3.3) of order unity and, as far as we know, temperatures 
of this order of magnitude are reached nowhere in our present universe. 
A violation of the condition (3.3) will occur only for electrons under very 
special circumstances. Excluding these rare cases from our consideration, it 
has a good meaning to describe the interaction in S° by a potential of the 
form (3.2). As regards the mutual interaction of the particles the treatment 
is then only approximate (although in practically all cases an extremely 
good approximation), but for a system of non-interacting particles, where 
W° = 0, the detailed treatment given in reference [4] is exact.

In the following development, the potential U° will be regarded as an 
invariant scalar which means that we, in any Lorentz system S, introduce 
a function t7g(.r*, . . . ,xi) of the space-time coordinates of the particles defined 
by

= ^0(x°,...x r°,...xJ,a), (3.4)

where xlr = {xr,ctr} and x® are connected by the Lorentz transformation 
leading from S° to 5. Thus, Ug is obtained from Ug by eliminating the 
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arguments x[}r in the latter function by means of the Lorentz transformation. 
If we put all the time-coordinates equal to t in this function,

6 = L = ....=/« = /, (3.5)

we arrive at a definite function of the space-coordinates xr and the time 
variable t\

Ug(Xl, . . . Xr, . . . Xn, I, a). (3.6)

This function will of course depend on the external parameters (a), but it 
will obviously also depend on the parameters of the Lorentz transformation, 
in particular on the relative velocity v of S° and S. Thus, for a special 
Lorentz transformation, where

ær = Xær~v/r)’ yr = lJr> zr = "r > (3-7)

the function (3.6) is

L-/. . . .,xr,yr,zr>. . .,t,a) = U°(. . . ,y(xr-vt),yr,zr, . . .,a). (3.8) 

Now let us assume that our system (the gas of n particles) is in a state of 
thermodynamical equilibrium which in a Lorentz system S is described by 
the state variables (ô^a). In this situation we do not have a precise knowledge 
of the mechanical state, which is defined by the 6n ‘coordinates’

(£//) = (Pi,xlt. . .,pr,xr,. . . ./>„,*„) (3.9)

of the points in the phase space £(S) of the system in S. According to the 
developments in reference |4], the situation in question is statistically de­
scribed by the following ‘canonical’ probability density ^(£/() in 27(S):

W) - exp {(0 + 0<P’G,«))/*}
n

Pi = 2 Pt + Pg(xr, . . xr, . . ,xn, f,a)Vilc2 
r =1

(3.10)

(cf. Eqs. (4; 7.1, 2) in section 7 of reference [4]). In (3.10), prt = {pr, -Ejc} 
is the ‘bare’ four-momentum of the r’th particle, Vi is the four-velocity of 
S° relative to S, and the quantity <P is defined by

Mat.Fys.Medd.Dan.Vid.Selsk. 37, no. 4. 2
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or

J ■ I $({)<« = 1.

6n
d<$ = U

// = 1

(3.11)

exp{ - 0(0’, a)/kj (3.12)

A comparison of (2.22) with (4; 5.38) in reference [4] shows that 
the statistical quantity ø in (3.10) may be identified with the relativistic 
thermodynamic potential introduced in section 2 of the present paper.

In the ‘rest’ system S°, (3.10) reduces to the canonical distribution of 
Gibbs

^° = exp{(0ü-0°$J)//c}, (3.13)
where

0° = 0,
and

$ = 2 ^°+^° (3.14)
r = 1

is the Hamiltonian in .8°. Further, in S° the equation (3.12) becomes

exp{- 0°(0°,«)/&} (3.15)

which in the usual wav gives us 0ü(0°,c/) as a function of (0°,u).
In section 7 of reference [4] we have calculated the functions 0 and 0° 

in (3.12, 15). According to (4; 7,53, 54, 33, 35, 41) we have

0(0*,a) = f(O,a), <P°(0Q,(i) = f(6°,a), (3.16)

where /’(0,a) is a function of the norm 0 and (a), defined by

1(0,a) = /p(0) + l'Q(0,ci),

^{-0F^fk}dpG 2 %2/n2cÅ’
(0

H2(1) (imc20/Å’)

(3.17)

(3.18)
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exp{-/g(0,a)/À} = J * * j exp{-ØU°(xJ, . . . x^, a~)/k}dx[. . ,dx°n. (3.19)

For non-interacting particles the latter expression reduces to I he 7/th power 
of the expression (4; 7.41). In the case considered here, where (3.3) holds, 
the argument in the Hankel function in (3.18) is very large and we can 
substitute this function by its asymptotical expansion. Then (3.18) becomes

2nmk , ,
exp{-/p(G)M = —exp{-nmc20/Å-} (3.20)

in accordance with the corresponding formula in non-relativistic statistical 
mechanics. From (4; 7.56, 57) we get 

WM = <^0>°
~ 00r c2 i (3.21)

which is the statistical expression for the inclusive four-momentum of the 
system defined by (2.3).

We shall now in particular consider the case where the interaction 
between the particles and the walls of a container are the only external 
forces on the particles. Then, L°(x^,a) is zero inside the container and 
increases rapidly to a very high value when the particles approach the walls. 
Let us for simplicity assume that the container has the form of a cylinder 
with the axis lying in the direction of the x°-axis of the system S° and with 
the endwalls placed at .r° = 0 and .r° = Z°, respectively. If the latter wall is 
a movable piston we may change the volume V° by moving the piston i.e. 
by changing Z°, for we have

V° = F°/° (3.22)

where F° is the (constant) area of the endwalls. With this arrangement the 
only way in which the system (the gas) can be influenced mechanically by 
the external world is by changing the position of the piston. Thus, in this 
case there is only one external parameter a for which we can choose 1° or F° 
and

/xM = /w°) = mn (3.23)

is a function of 0 and 1° or V°. For non-interacting particles, where W° = 9 
and L/°(x°,a) has the property mentioned above, we get from (3.19)

2*
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expf-^/Ä-} = (F°/°)w = yon

4 = -ÂmZu(F°/°) = knlaV0.

Thus, for an ideal gas fq is a function of /° or V° only, but for interacting 
particles fq (and /) will in general depend on both 0 and V°. Therefore, 
in our case, (3.16) gives

0(0«, V«) = /(0>yo)) 00(00, yo) = /(0o,yo) (3.24)

and the equations (3.21) become identical with four of the thermodynamical 
equations (2.27). Further, if we identify the mean value of the force p per 
unit area exerted by the piston on the fluid with the thermodynamic pres­
sure p, we get from (4; 7.15)

p = <p>
1 00(0«, V»)

0
1 0/(0, V°)

0 dV°

po = <po>o i 0/(0°, v°)

0° dv°
1 00°(0°,V0)

00 ~dV°

(3.25)

in accordance with the last equations (2.27) and (1.16). This identification is 
justified, since the ratio of the fluctuation to the mean value of the piston 
force is proportional to and therefore generally speaking extremely 
small for a ponderable amount of matter, where n is of the order of Avogadro’s 
number. In the rest system the equations (3.21) reduce to the single equation

df(O°, V°)
d0°

V°)

do°
(3.26)

The statistical mean value equations (3.21,25, 26) are in complete agreement 
with the thermodynamic equations (2.27) and (1.16).

Thus, relativistic statistical mechanics provides an immediate interpreta­
tion of the thermodynamic potential ø and the relations (2.27) and, by means 
of (3.12) (with (i = V°), we are now also able to calculate 0 = f(O,V0') when 
the mechanical potential Ug is given. However, in accordance with the 
remarks at the end of section 2, it is not necessary to perform the calcula­
tion of 0 in the general system S for, by (3.16—19), the function /is already 
completely determined by the equation (3.15) holding in the rest system S°.

Now we turn to the question of the statistical mechanical interpretation 
of the relativistic potential 0(0«,p) introduced in (2.21). Just as in the case 
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of ø it is sufficient to give an interpretation of the function 7/o(0(),/)°) in the 
rest system. In the preceding considerations it was found that 0(0*, V°) 
appears as an essential quantity in the canonical distribution (3.10) corres­
ponding to a situation where the thermodynical variables 0Z and V0 have 
well-defined values. In S° this means that the piston is fixed in a definite 
position at x° = 1° and that the gas has been brought in thermal contact 
with a heat reservoir of coldness 0°. Thermodynamically, fixed values of 0° 
and V° correspond to definite values of H° and p° for the energy and the 
pressure as given by the equations of state, for instance in the form (1.16). 
Therefore, we can eliminate F° and define the state by (0°,p°) instead of by 
(0°,V°) and the potential 7/0 is then given by the relation (2.23), i.e.

'/'o = 00 + QOpOyo . (3-27)

However, in the statistical mechanical description, fixed values of 0° and 
V° do not correspond to exactly defined values for the energy and the pres­
sure and the thermodynamical equations of state are valid only for the 
mean values of the energy and the external force. As often emphasized by 
Niels Bohr [12], this circumstance constitutes an instructive example of 
complementarity in classical physics. Energy and pressure are complement­
ary to temperature and volume, respectively, in much the same way as 
momentum and position of a particle in quantum mechanics. It is true that, 
for systems of ponderable size where n is very large, the complementary 
character of the mentioned quantities is usually not apparent, but in prin­
ciple, and in special cases also in praxis, the recognition of this comple­
mentarity is of importance for the understanding of the properties of thermo­
dynamical systems.

As in quantum mechanics, the complementarity of the mentioned ther­
modynamical quantities is due to the fact that the experimental arrangements 
which allow the fixation of definite values for the quantities in question are 
mutually exclusive. For instance, in order to give definite values to the 
coldness 0° and the volume Vr° we have, as already mentioned, to bring 
the gas in thermal contact with a large heat reservoir for a sufficiently long 
time during which the piston is fastened in a fixed position. When thermal 
equilibrium is reached, any previous knowledge of the energy and the piston 
force will be lost, and our knowledge of the mechanical state of the system 
after this procedure is adequately described by the canonical distribution 
(3.13, 15) with a = V°, according to which the thermodynamical relations 
(1.16) are valid for the mean values of the energy and pressure only.
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On the other hand, if we want to assure definite values for the coldness 
0° and the pressure p°, we have to unfasten the piston and subject it to a 
constant external force

= F°p° (3.28)

instead of keeping it in a fixed position. After thermal equilibrium is reached, 
this situation is again adequately described by a canonical distribution 
(3.13, 15) but now applied to the system (g + p) consisting of the gas plus 
the piston. The latter can be treated as a particle of macroscopical mass M 
which can move freely along the .r°-axis. Thus, if n is the number of degrees 
of freedom of the gas, the corresponding number for the system (g + /?) is 
n+ 1, and the coordinate 1° of the piston and the volume V° given by (3.22) 
do not have exactly defined values in this situation. The constant external 
force (3.28) is derivable from a potential

with 
di°

and as external parameter a for the system (g + p) we may choose the pres­
sure p°.

If we use V° instead of 1° as ‘generalized’ coordinate of the piston, its 
(non-relativistic) kinetic energy is

= MK02/2F02 = , V° = (3.30)

The corresponding canonical momentum is

/>" - (3.31)
dV

Now, the mechanical potential of the system gas + piston is

U^g + p) = t/ff°(x;,...x“,V0)+F0(VV) (3-32)

and its Hamiltonian (disregarding the rest energy of the piston)

%+w - ®J+/V’ + F“P“/2M. (3.33)

Thus, the probability density (3.13) of the system (</ +p) is
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^tø + p) ~ CXP{(^(fir + p) ®°§?g + p))/^}- (3.34)

It is a function of the phase-coordinates (£°) of the gas and the canonical 
variables and V° of the piston, and ^(y + pÇ) is determined by the equation

- 1- (3.35)

We may now calculate the mean values of quantities referring to the gas 
and the piston. According to the equipartition theorem, the mean value of 
the kinetic energy of the piston is kT° and the velocity of the piston will be 
of the order vp~ (kTolM)1/2. For M of the order of a gram, vp is therefore 
extremely small which means that the piston will practically always be found 
at rest in spite of its being unfastened. By integration of (3.34) over pp from 
— oo to +oo we get the probability density $ß*(£°, V°) of finding the gas at a 
point (ê°) in its phase space and with a volume V°, irrespective of the mo­
mentum of the piston. Obviously is of the form

where
$* = exp{(^O-0o§*)/Ä)},

£* = §X£0’v°)+p0^0

(3.36)

(3.37)

and 0° is a function of 0° and p° given by

1.= f f exp{C//o-0o.§:!:(^o,Vo,po))/7<}^O^PO = (3.38)

Further integration of over (£°) gives us the probability density W(V°) 
for the gas having the volume V°. By means of (3.36, 37) and (3.15) (with 
o = V°), we get

W(V°) = exp{(ïzo - 0(0°, V°)-0opoV°)lk}, (3.39)

(3.40)

The latter equation may also be written

o
(3-41)
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which allows to calculate ’//()(0°,//') when the function 0°(0°, y°) in (3.24) 
is known. The most probable value V° of V° is determined by the equation

i.e.

rfW(V°)

0T°

00(00^0)

dv°
+ 0°p° = 0.

(3.42)

By partial differentiation of (3.40) with respect to 6°, we get in the usual way

or

0^0(00, ;J0)

d0°
o

øø(ø°,yo)
00°

W(V°)dV° = 0

ay>o(0o)pO)

d0° = <
50(00, yo)

00°
>°+/)O<yo>o.

(3.43)

Further, by differentiations of (3.40) with respect to p°,

< y°>°
1 000(00,p0)

0° dp°
(3-44)

{V0} . <(V»-<yO>0)2>0 _ k 020°(0°,p°) k 0<y°>°
(3.45)002 Qp02 0° dp0 ’

where <j2{T0} is the square of the fluctuation of the volume around its 
mean value < y°>°. Since both < y°)° and o2{ Vr°} are proportional to n, the 
ratio R of the fluctuation to the mean value of y° is proportional to n_1/2:

B(0°,p°) (3.46)

0<y°>o
Apart from very special cases where --------- - is exceptionally large (like at

0jD°
transitions from one phase of the gas to another), the fluctuation of y° is 
completely negligible for a ponderable amount of gas where n is of the order 
of Avogadro’s number. Therefore, in such cases <y°)° may be identified 
with the thermodynamical variable T°, and the relation (3.44) between 
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volume, coldness, and pressure must be identical with the relation (3.25). 
Moreover, the most probable volume V° given by (3.42) must be equal 
to the mean value in this case, i.e.

yo = <yo>o} (3-47)

in accordance with the result of a comparison of (3.42) with (3.25). This 
means that the function (3.39) (for fixed 6° and p°) must have a very steep 
maximum at V = V° = <V°/’0 with a mean breadth equal to 7?(0°, p°). 
Thus the integral in (3.40) becomes equal to the maximum value W(V°) 
limes R, and we get from (3.40)

7f(O°,po)exp{(yyo(0o,/>°) -0(0o,ÿo) - 0OpOÿo)/À.}. = ! (3>48)
or

W°(0°,7Jo) = 0°(0°,ÿo) + 0°p°V°~klnR. (3.49)

Since 0°, 0° and V° are proportional to n while InR only contains the loga­
rithm of n, we may neglect the last term in (3.49) in the case of large n where 
(3.47) holds.

11ence 0°(0°,p°) = øo(øo;< yo>o) + øopo< yo>O- (3 50)

A comparison of this equation with the thermodynamical relation (3.27) 
shows that the statistical quantity 0° entering in (3.36) may be identified 
with the thermodynamical potential 0°(0°, p°) .

The quantity defined by (3.37) is equal to the energy of the gas plus 
the potential energy (3.29) of the piston in the external field. By partial 
differentiation of (3.38) with respect to 0° we get for the mean value of H*

<&*> (3.51)

000(00, yo)
on account of (3.43). According to (3.26), ----- --------- is the mean value of

the energy of the gas in a canonical ensemble with a fixed value y° of
00°(0°, T0) 

the volume. Hence, <--------------- >° is the mean value of in the ensemble
øy° 9

with varying T° described by (3.34). This is in accordance with the relation 
obtained by taking the mean value of the equation (3.37) over the ensemble 
(3.34)
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<§*>° = <§J>° + ?°< V°>°. (3.52)

The equations (3.51, 52) are exact for all n. However, for large n, where 
the function W(V°) has a steep maximum and (3.47) holds, (3.51) becomes

(3.53)

A comparison with the first equation (1.16) shows that the first term on the 
right hand side of (3.53) must be identified with the thermodynamical energy 
H° of the gas and, taking account of (2.8), we come to the conclusion that 
<§*)° in (3.51, 53) must be the statistical analogue of the thermodyna­
mical enthalpy E° of the gas in the rest system. The (exact) mean value 
equations (3.44, 51) are obviously the statistical analogues of the thermo­
dynamical relations (2.29) which, in the rest system S°, reduce to the two 
equations

1 a^ocoo.p0)

0° dp°
E° =

dlPn(0°,p°)
000

(3.54)

Thus, the statistical quantity V70 given by (3.38) or (3.40) has all the pro­
perties of the thermodynamical potential lE°. It is closely connected with 
the 0o-function for the system gas + piston (if we disregard the rest energy 
of the piston). From the definitions (3.38, 35) of 770 and &0(g + P) one easily finds

0°(? + p) Ï70 - kin
\/2nMk/eQ

(3.55)

Since 0° and V70 are proportional to n, we may neglect the last term on the 
right side of this equation for a ponderable amount of gas. Thus, for large n,

(3.55) 

In an arbitrary system S, the corresponding potential ^(0*, p) is obtained 
from y7o(0°,/j°) by replacing 0° and p° by the norm 0 and p, respectively. 
These considerations lead to the following physical interpretation of the 
four-enthalpy Ei in an arbitrary system S. The quantities Ei, as defined by 
(2.4) or (2.29), are equal to the components of the inclusive four-momentum 
of the system (g + p) minus MVi where M is the proper mass of the piston.

The Niels Bohr Institute 
and NORDITA
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1. Introduction

A system with 3;V degrees of freedom which can perform harmonic 
vibrations may be treated quantum mechanically in two formally different 
ways. In the first case it is described as 3<V distinguishable oscillators, prefer­
ably the normal vibrations of the system. In the second case the excitations 
of the system are treated as a gas of indistinguishable Bose-particles, phonons.

The purpose of the present note is to investigate how far it is possible to 
carry the latter description. In particular we shall try to introduce dynamical 
variables of a single phonon analogous to the variables of ordinary particles 
like spatial coordinate, momentum, orbital angular momentum and spin 
angular momentum.

An analysis of the so called pseudomomentum of a phonon has been 
carried through by Süssmann(1) *2). The concept of phonon spin is discussed 
by Vonsovskii and Svirskii*3) and by Levine*4) in the continuum limit for 
an isotropic and a cubic material respectively. In the present note which 
extends previous work*5), these and other concepts are treated, starting from 
an atomistic description of the vibrating system.

2. Space-time Description of Phonons

Consider a crystal with N atoms. Phonons are introduced on the basis 
of the harmonic approximation in which the crystal is described by the 
Hamiltonian

H = ”2 (Pr frsPs T UrVrslls) (1)

(summation over indices occurring twice being understood).
Here the summation indices r and s run over all 3?/ degrees of freedom, 

i. e. they label both the equilibrium positions of the atoms and the cartesian 
1*
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components of the momenta p and displacements u. The matrix T is diagonal 
(Trs = (1 lmr)ôrs, where mr is the mass related to the r’th degree of freedom) 
but the formalism which we are going to describe is valid also for the more 
general case of non-diagonal T. The potential energy is assumed to be positive 
definite*; Vis a symmetric matrix**.

For convenience we introduce mass-adjusted canonically conjugate 
variables

7lr = (T1/2)rSpS Vr = (T-1/2)rsUs (2)

where T1/2 is the real, symmetric, positive definite square root of the matrix T. 
In our case (T1/2)rs = (l/|/mr)<5rs.

In terms of the new variables the Hamiltonian becomes

H = + VrDrsVs) (3)
where

D = p^VT1'2 (4)

is the so called dynamical matrix of the system. It is a symmetric, positive 
definite and real 32Vx32V matrix.

From the assumed properties of the matrix D it follows that there exists 
one and only one symmetrical, positive definite and real matrix M which 
fulfils the relation

AP = D. (5)

This matrix has a reciprocal A/1 because it is positive definite.

The actual calculation of functions of hermitian matrices, e. g. D1/4, is most 
conveniently done in the following way: The dynamical matrix D is diagonalized. 
The diagonal elements are replaced by their function values, e. g. by their positive 
fourth roots, and finally the matrix is transformed to the original representation. 
In ref/5) this is described in more detail using the infinite linear chain with nearest 
neighbour interaction as an example***.

A mathematical treatment of functions of matrices is given in several textbooks, 
e. g. A. I. Mal’cev®.

By means of M we introduce 32V creation and 32V destruction operators 
b, and br through the definitions

* If needed, this may be enforced by adding, e. g., a small fictitious term proportional to 
urur and letting the proportionality constant go to zero in the final results.

** The most general case, with H containing terms of the type prGrsus as in the presence 
of magnetic forces or Coriolis forces, is considered in Appendix I.

*** We take the opportunity to correct an error in ref.(5); the right side of eq. 4.11 should 
be multiplied by 4.
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l’s (6)

1 | /7l .
(?)

with the inverse relations
1

—=(Mr8Vs + ï(Af_1)rs7rs)= (8)

=
1

—=7 {MrsVs -
|/2fi

(9)

From (8) and (9) together with the canonical commutation relations for 
nr and vr it follows that the b and operators obey the commutation relations 
characterizing destruction and creation operators for Bose-particles

[Z>r,6’] - brb’,-b’br - å„ I
[6r,M - [fc’.fej] - 0. I (

When we introduce (6) and (7) in (3) we obtain the Hamiltonian in terms 
of the creation and destruction operators

H = |(JP)rr + r16t(M2)„Z,s. (II)

Thus H is written as the sum of a zero point energy

h
Eo = - trace (M2) (12)

and an excitation Hamiltonian, the form of which is characteristic for a 
system of non-interacting bosons.

The boson operators br and b}. defined by (6) and (7) are said to destroy 
and create a localized phonon al the atom and at the coordinate axis denoted 
by r. If the system given by the Hamiltonian (3) is large, then the excitation 
energy of the localized phonons is to a large extent localized in the neigh­
bourhood of the atom corresponding to the index r (appendix II).

The form of eq. (11) makes it natural to consider the matrix 7iA/2 = fi|/D 
as the Hamiltonian matrix for a single phonon. Henceforth it will be denoted 
by h
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hrs = h(M*)rs = h(\/D)rS.
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(13)

Having defined b and b^ operators and the one-particle Hamiltonian we can 
proceed in principle as in the case of an ordinary boson gas. The ground 
state of the system (including the time dependent phase factor exp(- (i/h)Eot)) 
is denoted | 0> and obeys the equations br | ()> = 0 for all r. From this state 
a complete set of states is obtained by successive application of the creation 
operators. In particular the state | 0) will be said to contain one phonon 
with the position and direction given by s. It is an eigenfunction with the 
eigenvalue s of the dynamical variable

F = br G4)

which may be called the position-direction operator of the phonon.
The most general one-phonon state is

I = 2w(0^ I °> (i5)r

where ipr(E) will be called the Schrôdinger function of the phonon in the 
/•-representation. | |2 is the probability that when exactly one phonon is
present it has the position and direction r. From (14), (11) and (13) together 
with the general Schrôdinger equation

I ¥>> = H I (I6)dt

we find that y>r(/) obeys the one-phonon Schrôdinger equation

(17)

The analogy with the non relativistic quantum theory for ordinary particles 
is nearly complete. The main difference is that the position variable of the 
phonon in this formalism can take on only discrete values, i. e. the equilibrium 
positions of the vibrating particles. Therefore (17) is a difference equation 
in r instead of a differential equation.

Similarly we can discuss states with more than one phonon.

The procedure outlined above is to some extent arbitrary. Starting from cano­
nically conjugate coordinates and momenta many linear transformations lead to 
Boson operators. In fact it can be shown that the most general transformation of 
the form
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~ y 2^rs^s

1 1 / A * +
Pr = 71/ 2(Brsbs~ B*sbs)

(18)

which leads to operators obeying the commutation relations (10) is such that (in 
matrix notation)

A = S-1W 1
J (19)

13 = S(1 + zC)W I

where S and C are real and symmetric matrices, while W is a unitary matrix. (The 
matrix A must have a reciprocal matrix in order to ensure that (18) can be reversed).

However, in order to have a reasonable particle concept, the total number of 
particles, n = bfbr, must be a constant of motion under movements described by 
the unperturbed Hamiltonian (1).

If we impose this condition on the transformation and use the Hamiltonian (1) 
with positive definite T and V we find that the matrix C in (19) must vanish, while 
the matrix S must obey the relation

S2TS2 = V (20)

by which the positive definite, real, symmetric matrix S2 is uniquely determined. 
It now readily follows from (18) that all acceptable phonon variables are connected 
by transformations of the type b'r = Ursbs, where Urs is a unitary matrix.

Among the acceptable sets of phonon variables we have chosen a particular 
one (defined by (8) and (9)) as describing spatially localized phonons. In certain 
simple cases, notably when all masses are equal and all diagonal elements of the 
dynamical matrix are equal, the choice is justified by the fact that the excitation 
energy becomes spatially localized to the highest degree possible. In the general 
case this is not necessarily so, but the transformation leading to maximum localization 
of energy cannot then be described in terms of simple functions of the matrices 
T and V. Such a functional relationship is important for the following discussions; 
in all cases we therefore define localized phonons by means of (8) and (9). With 
equal right we might have chosen other transformations which coincide with (8) 
and (9) in case the matrices T and V commute. We could, e. g., have reversed the 
rôles of T and V in the procedure leading from the Hamiltonian (1) to the localized 
phonons given by (8) and (9), or—most symmetrical with respect to kinetic and 
potential energy—we could have chosen a symmetrical A(= S“1) in (18). The actual 
choice agrees most closely with standard methods and concepts described in the 
literature.

In Appendix II the localization of excitation energy is treated in more detail.
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3. Transformations and Dynamical Variables

The most important dynamical variables of a system are those (like 
momentum and angular momentum) which are connected with coordinate 
transformations or symmetry operations. We consider transformations of the 
particle variables ur and pr of the form

Ur = LrsUg I
' Ä (21)

- LrsP« J

where the transformation matrix L is real and orthogonal

L = L-1. (22)

These transformations include translations and rotations of the displacement 
pattern of the system. Special cases are treated in the next paragraph.

Introducing (21) in the Hamiltonian (1) we obtain new matrices T' and 
V' defining the kinetic and potential energy:

T' = LTL1 V' = LVL-1. (23)

They are again real, symmetric and positive definite matrices; consequently 
transformed matrices /)', M’ and h’ together with transformed creation and 
destruction operators b\' and b'r can be defined as before. All matrices like 
D, M and h are seen to transform according to the rule (23) whereas 
vectors like u, n, b^ and b transform like u and p; in particular

br ^rsbs 
by - Lrsb's.

(24)

The ground state is unchanged under this transformation and the phonon 
number operator is unchanged.

The transformation (24) can be written as a contact transformation; in 
fact, we can always find a hermitian operator

0 ~ b'Orsbs (25)
where

0* = o„ (26)
such that (24) becomes

b'r = exp(iÔ) brexp(- iÔ)
(27)

b'r' = exp(z’Ö) &^exp(-z’Ô).
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Each transformation like (21) thus motivates the introduction of a dy­
namical variable 0. From (25) we see that Ô commutes with the phonon 
number operator and thus Ô can be said to describe a property of the single 
phonon. If the Hamiltonian (1) is form invariant under the transformation 
(21) the Hamiltonian matrix h commutes with L and thus h' = h. From this 
it follows that the operator exp(z’O) commutes with the Hamiltonian operator. 
In this case it is therefore a constant of motion.

The actual calculation of Ô can be performed according to the following 
procedure (for the proof see appendix III).

a) Find a complete orthonormal set of eigenvectors B* of the matrix L, 
i. e. solve

LrsB* = XaB«. (28)

Since L is unitary, any eigenvalue has modulus 1.
b) For each eigenvector determine a real number 7a so that

= exp(z7a).

c) The matrix 0rs may then be chosen as

O„ >‘(ln(L))„).
a

d) Introducing (30) into (25) we find

Û = 2 lababa
(X,

where 
b7. 2Brbr

r
b[ 

r

constitute a new set of phonon destruction and creation operators.
The state b+(l | 0) is a one phonon eigenstate of the operator Ô with the 

eigenvalue lx.
It is seen that the scheme described is completely analogous to the usual 

transformation theory in the quantum mechanics of particles.
The operator 0 is not uniquely defined by the rules given so far. In fact 

it is evident from the definition of 7a that exp(z'Ô) is not changed when we 
add arbitrary integer multiples of 2% to the numbers la in (30). In each single 
case the definition can be made unique by a suitable convention (e. g. a 
continuity convention for continuous groups or limitation of wavevectors to 
the first Brillouin zone in case of the lattice translation group).

(29)

(30)

(31)

(32)
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It might be considered more straightforward to introduce dynamical variables 
by writing the transformations of displacements and momenta (21) as contact trans­
formations,

exp(z'F)zzrexp(—z‘F) = Lrsus I
(33) 

exp(zF)prexp(-zF) = Lrsps. |

In general, however, an operator F satisfying (33) will not be a one-phonon operator, 
i. e. when expressed in terms of the phonon variables b and b\ it will contain terms 
of the form brbs and b,bl. Thus it does not commute with the phonon number 
operator, in contrast to Ô. In particular, F and also exp(zF) may change the ground 
state into a superposition of the ground state and states with phonons present. 
For these reasons, in the general case F cannot be said to describe a property of a 
single phonon.

More specifically we can find under what conditions the operator F can be a 
one-phonon operator. We try a solution to (33) of the form

F — b^-Ffgbg. (34)

Expressing zz’s and p’s in terms of b’s and b^’s by means of (2), (6) and (7) and 
using eq. (Ill, 1) (see Appendix III) we find that a solution of the type (34) exists 
if and only if the matrix L commutes with the matrix T“1/2yf2y-i/2. jf, jn particular, 
L commutes with both the potential and kinetic energy matrices, V and T, the 
equations determining Ô and F become identical, so that F can be chosen equal to Ô.

In the general case explicit solutions to (33) may be written down, but they 
are usually not of much interest. We only mention that if the matrix Ors is anti­
symmetric, the following expression satisfies (33):

z
F = ~urOrsps. (35)

fz

This may be proved by means of eq. (111,1) (Appendix III).

4. Application to Phonons in Crystals

To each atom in a crystal belong a displacement vector u and a momentum 
vector p. Introducing phonon variables we get for each atom a three component 
creation and a three component destruction operator which transform as 
vectors under rotation. The equilibrium positions of the atoms will be de­
scribed as a lattice with a basis. If there are N lattice points with v atoms in 
the basis we have altogether BAT creation operators forming Nv vectors. An 
atom will be labelled by the lattice vector r and the basis vector c of its equili­
brium position which is r + c. The phonon operators are denoted brc and

or in components 6“c and where a labels three cartesian coordinate
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axes with unit vectors ea. 
variables

Following eq. (14) we can then define dynamical

r = 2r(blcbrC)

rca

c =^c(blcbrc)
rc

(36)

In the one-phonon case they constitute a complete commuting set of 
dynamical variables with eigenstates | ()> and corresponding eigenvalues 
r', c', and ey,. They may be called the lattice position operator, the basis 
position operator and the polarisation direction operator respectively.

The transformations of the type (21) which can be applied to phonons 
in crystals include permutations of the field vectors among the sites of the 
crystal and changes of the directions of the field vectors. Of greatest interest 
are those which can be described as simple spatial operations. This is the 
case with the following transformations:

a) The cyclic translational group of the crystal lattice applied to the field 
vectors. This is applicable to all ideal crystals. It affects r but not c and ê.

b) Proper and improper rotations of the field vectors without permutation 
among sites. They are applicable to all crystals. They affect ê but not 
r and c.

c) If the lattice of a crystal is mapped into itself by a certain point group 
transformation like rotation, reflection or inversion (possibly made cyclic 
by suitable boundary conventions), this transformation can be applied to 
the field vectors without changing their direction or basis vector. It affects 
r but not c and ê.

d) If the set of equilibrium sites in the basis of a crystal is mapped into 
itself by a certain symmetry operation this can be applied to the field 
vectors without changing their direction or lattice vector. It affects c but 
not r and ê.

We shall study the cases a), b) and examples among c) and d). We will 
show that these cases lead to the introduction of dynamical variables analog­
ous to momentum, angular momentum and parity, and to the splitting of the 
latter two into orbital and intrinsic parts (like orbital and spin angular 
momentu m)*.

* Space group transformations, like e. g. screw translations, which are not combinations 
of the cases a) to d) will not be considered in detail. They lead to operators which are not ana­
logous to simple operators of ordinary particles.
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Fig. 1. A cyclic transformation in a finite net. Fully drawn arrows and dashed ones are field 
vectors before and after the transformation.

We want to emphasize that none of these transformations imply movement 
of the crystal as a whole. What is, e. g., translated or rotated by the trans­
formations (21) is not the atoms but the patterns of displacements, i. e. the 
sound field. It is of course also possible to study translation and rotation of 
the crystal as a whole. This leads to the introduction of the proper momentum 
and angular momentum operators of the crystal. They are not phonon 
operators of the type considered here, i. e. they are not of the form (31) 
(compare (1) and <5>).

5. Translation and Pseudomomentum

A thorough discussion of the concept of pseudomomentum has been given 
by Süssmann (2). We include a short treatment of this concept in order to 
see how it fits into the framework presented above.

The transformation group considered is the cyclic shifting of the sound 
field vectors by integer multiples of the primitive translation vectors of the 
lattice ai, az, and 03 (fig. 1). Let the crystal have the form of a parallelepiped 
with sides Ahtfi, A^aa and N^a^, so that it contains N = N1N2N3 unit cells.
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The wavevector lattice of the crystal has three primitive translation vectors 
gj defined by

gi<*j = (37)

The transformations in question are obtained by repeated application of 
the three commuting primitive translations

brc = b{r_a.yc for r - a, inside the crystal

b'rc = b(r + (Nl_l)a.)c for r - at outside the crystal . (38)
(z = 1, 2, 3). J

We now proceed as described in section 3. The three transformation 
matrices corresponding to (38) have the well known set of simultaneous 
3AT-component eigenvectors (a labels three cartesian components).

^rca = ^exp(-zç r)<5cc,ôaa,. (39)

Here the wave vector q can take the values

3
q = 2 giPilNi (40)

i - 1

where pi is an integer which can take on Nt different values, usually chosen 
so that the possible ç-vectors are those contained in the first Brillouin zone 
of the lattice.

The eigenvalues belonging to (39) of the transformation (38) are exp(z'(? -aj. 
They are already written in the form required by (29), so we can immediately 
write down expressions like (31) for the three operators which generate 
the transformations (38). The result is

=2(9-«/)(^c-^c) (41)
«C

where the new destruction and creation operators are defined by

bqc = p^2exP(- iqv)brc

b\c = p^2exp(^-r)&L-
(42)
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Considering the analogy between equation (41) and the definition of mo­
mentum proper in terms of operators generating confinons translations of 
matter, it is now natural to define the vector operator

hq = ^hq(bqc • bqc) (43)
qc

and to call it the pseudomomentum operator. The state bcqc | 0) is said to 
contain one phonon with cell position c, polarisation ex and pseudomomentum 
hq. All possible values of the lattice position operator r have the same 
probability in such a state, compare (42).

For further details, including a discussion of conservation laws, the reader 
is referred to d), <2> and (5).

6. Local Rotation and Spin

Next we want to consider a common rotation of all field vectors around 
the equilibrium position of the atoms to which they belong (compare fig. 2). 
We could of course equally well consider an opposite rotation of the coordinate 
system ex, et/ and ez used to describe the field vector components.

The rotation in question belongs to the continuous group of vector rotations 
and is well known. Let us first consider a rotation with angle 6 around the 
z-axis ez. The transformation of the 6-vectors is then (we leave out the reference

Eigenvectors of this matrix and the corresponding eigenvalues are

to the atoms (r and c) the numbering of which is not changed)

!>“' - (44)
where

cosO -sin 6 0
M - • sin 0 cos 0 0

0 0 1
(45)

1 1 lO 1
= ft

1
{BJ1} — z

0
; = o

(i
; {b«*} ■ z

0 (46)
= expW Â2 = 1 ^3 == exp(- 10)

h = 6 I2 — o h = - 0
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0 0 0 0

Fig. 2. Local rotation. The fully drawn and the dashed arrows are field vectors before and 
after the rotation.

Again proceeding as described in section 3 we find from (32) the new 
basic creation and destruction operators, the latter are:

6+i
1

~^(b* - iby} 
j/2

6° > = < bz

6-1
1

—=(bx + ibv)
J/2

From (46), (47) and (31) the O-operator for this transformation is found to be

Ö = 0((6+1)t6+i - (6-i)f6-i) = -z6(6f x 6)z. (48)

Combining this with the results for rotations around the two other axes 
we are led to define the axial vector operator

•s --.7.b'„xbrc (49)
I rc

(we again introduce explicitly the summation over the atoms (r and c)).



16 Nr. 5

Comparing with the theory ol‘ rotations for ordinary particles it is natural 
to identify S with an angular momentum, and because it is independent of 
the origin chosen for the position coordinates of the phonons, it should be 
called a spin angular momentum.

As the transformation generated by S’ is a continuous rotation it is to be 
expected that S’ fulfils the usual commutation relations for angular momentum. 
A straightforward calculation confirms this, particularly it is found that all 
one-phonon states are eigenfunctions of

with the eigenvalue 2h2. The one-phonon eigenfunctions of Sz are (leaving 
out r and c)

(b+1)t I ()> = --(bx1[ + iby^) I ()>, eigenvalue + h, 
V

(b°y I 0) = bz^ I ()>, eigenvalue 0,eigenvalue 0

The phonon must consequently be said to be a spin one particle in conformity 
with its vectorial character. The slate (iffi | 0) is said to contain one phonon 
with Sz = at the position r + c.

The F operators (compare eq. (33)) generating local rotations of the 
displacements and momenta are well known from the quantum mechanics 
of ordinary particles. They are the components of the vector operator

(50)

This is obtained from (35) or directly verified by using the commutation 
relations for the displacements and momenta. The operator F divided by 
0/li is immediately recognized as a part of the angular momentum proper 
of the total system. When specialized to the continuum limit, it is identical 
with the spin-operator derived in ref. (3) by means of Noether’s theorem. 
However, in ref. (3) only the isotropic case is treated. The operators O (48) 
and Fz (50) are identical if both the kinetic and potential energy are invariant 
under local rotations. In the anisotropic case F (50) is not a one-phonon 
operator, and the term phonon spin operator should be reserved for the 
quantity (49).
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Zr

(b)

(c) (d)
Fig. 3. A 90° rotation decomposed into successive rotations of the lattice vector r, the field 

vector b and the basis vector c.

7. Point Group Rotation and Pseudo Angular Momentum

Let us consider a crystal, the atomic equilibrium positions of which form 
a structure with an n-fold axis of symmetry through a lattice point, the axis 
is called the z-axis.

We transform the excitation pattern of the crystal by rotating it through 
an angle 2ji/n around the z-axis. This transformation can be split into three 
commuting operations of the types c), b) and d) of section 4 (compare fig. 3)*.

* We only consider an infinite crystal. In order to give meaning to the transformation 
for a finite crystal we would have to choose a special form of the crystal and a special axis or 
to impose suitable cyclic boundary conditions on the transformation.

Mat.Fys.Medd.Dan.Vid.Selsk. 37, no. 5. 2
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The second operation on fig. 3, which is possible for an arbitrary angle, 
has already been treated and has led to the introduction of the spin operator 
(49). The first operation and the third one are cyclic transformations very 
similar to the transformations which led to the concept of pseudomomentum. 
They permute in a cyclic way the field vectors belonging to n equivalent 
positions and first we need only consider the n 6-vectors belonging to such 
a “star” of equivalent points. These points are labelled by the angle 0 (modulo 
2%) between, say, the rrz-plane and the normal from the point to the z-axis. 
For a definite “star” 0 takes values with intervals ‘In/n.

The transformation in question is then

^0 = ^0-27t/n (51)
with the convention that

^0 = ^0 + 271 •

A complete set of eigenvectors and eigenvalues Åm of the transformation 
(51) is (for one “star” and one direction of the field vectors)

= -1 e~im0 f52f6 j/n ( }

Åm _ ei2nm/n

where in is an integer which can lake on n consecutive values. Following the 
scheme of section 3 we find that the O-operator in question is

Ö = G54)
n m

where

bm - -~2boe-‘mO. (55)
l/n 0

As 2%/n in (54) is the angle of rotation and as the analogous rotation operator 
for an ordinary particle is 1/h times the product of the angle of rotation and 
the component along the axis of rotation of the orbital angular momentum 
operator it is natural to call the operator h^mb^- bm the z-component of a 

m
“pseudo orbital angular momentum”. The full expression for this 
operator becomes

Â2 — h^inbms bms (56)
ms

where the summation index s runs over all distinct “stars” of n equivalent sites.
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The resemblance of the pseudo orbital angular momentum to the pseudo­
momentum is now evident: each “star” corresponds to a one-dimensional 
cyclic crystal with n lattice sites.

The full rotation shown on tig. 3 is generated by an operator

(57)= exp

The operator J z may be defined so that the three operators Jz, Lz and Sz com­
mute and thus have simultaneous eigenfunctions. If their eigenvalues are de­
noted by hrri], hmi and hms respectively, we can only conclude from (57) that

nij = ni[ + ms modulo n. (58)

A convenient choice of mj would be such that it is limited to the same range 
of values as mi.

If, e. g., we consider the case n = 4, the twelve independent one-phonon 
eigenstates of Sz, Lz and Jz of a single star can be classified by means of the 
following quantum numbers.

-1 0 1 -1 0 1 -1 0 1 -1 0 1

-1 -1 -1 0 0 0 1 1 1 2 1.2 ( 2

rrij 2 -1 0 -1 0 1 0 1 2 1 2 -1

It is tempting to try to use lifxq (or rather \h(r> q + /i.c.)) as a “pseudo 
orbital angular momentum” but the operator does not generate rotations, not even 
in the limit of an infinite crystal (compare fig. 4). This is seen in the following way:

The operator r is found to generate translations in the g-space just as q generates 
translations in the r-space. In the limit of an infinite crystal q has a continuum of 
eigenvalues and in this limit r and hq resemble (in the ^-representation) the usual 
position and momentum operators (in momentum representation) except for the 
fact that the eigenvalues of q are limited to, say, the Brillouin zone. Denoting a 
vector in g-space by Q it is therefore possible to make the identification

In order to stay within the space of functions which are periodic in the g-space 
the operator q must be identified by a periodic function of Q and not just by Q. 
This explains why hf'/q does not generate rotations except within a sphere which 
does not touch the Brillouin zone boundary and which has its centre at Q = 0. 
The difficulties of lirxq are connected with the fact that the spherical harmonics 
are not orthogonal functions in the Brillouin zone.

2*
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Fig. 4. The fully drawn arrows and the dashed ones show two wave vectors in the Brillouin 
zone before and after a 90° “rotation” generated by hf*q. Only the wave vector which does 

not touch the zone boundary during the “rotation” is really rotated.

8. Inversion and Parity

For a crystal whose atomic sites form a pattern with inversion symmetry, 
we can consider the following transformation of the excitation vectors (compare
fig- 5).

r — c •- b_ (60)
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This can be split into an inversion without changing the direction of the 
vectors and a local inversion b -+ -b. The latter leads to the definition of 
the intrinsic parity which clearly has the eigenvalue -1 for a single phonon. 
The full intrinsic parity operator is the trivial operator (~l)w, where n is the 
particle number operator.

The rest of the transformation (60), i. e.

b'rc = brc, (61)

leads to the definition of the concept of extrinsic parity. It is generated by 
a unitary operator with the eigenvalues 4-1 and -1 for states which are sym­
metric and antisymmetric respectively under the inversion (61). Of course 
one could introduce an Ô-type operator in this case too in complete analogy 
with the case of rotation. It does not seem to be useful, however, so we shall 
not write it down explicitly.

If the crystal—not only the pattern of atomic sites—has inversion symmetry 
around r = 0 the total parity is conserved. The intrinsic parity, however, is 
not conserved when uneven anharmonic terms are present in the Hamiltonian.



Appendix I

The usual harmonic Hamiltonian may he generalized so as to contain 
“mixed products’’ i. e. terms of the form prGrsiis. For simplicity only the fol­
lowing Hamiltonian will be treated (in this appendix bold face types as u stand 
for a 1 x37V column matrix)

H = - ûÂ)(p - Au) + ^ul)u

A = A* = - À D = D* = I') 

3N degrees of freedom,
D is a positive definite matrix.

(F O

The term Aw may be the result of a homogeneous magnetic field around 
every single particle or a Coriolis field.

This Hamiltonian will be shown to describe a set of one dimensional 
harmonic oscillators just as the usual harmonic Hamiltonian. In order to 
show this the Heisenberg picture will be used.

The equations of motion are now

u = p - Aw

p = - (Z> - A2) w - Ap.
(L 2)

This is a system of linear first order differential equations with constant 
coefficients. In order to show that these equations have a complete set of 
harmonic solutions new variables are introduced

r = w w = r

s = I) F2(p + Au) p = - Ar

I-2A Z>i/2| |r| lr| 
PI 1-B1/2 0 I PI “ “Pf

The Hamiltonian may be expressed by r and 5 in the following ways
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The matrix iE is a 6Nx6N dimensional and hermitian matrix and can 
consequently be diagonalized by a unitary matrix

sr = ira r'r = rrf = 1

£? = a diagonal matrix, Q = Ï2*.

J (1.6)

The matrix D1/2 has no eigenvalue equal zero and eq. (I, 4) shows therefore 
that E has no eigenvalue equal zero. It is also immediately seen that if (£„, zcor) 
are corresponding eigenvectors and eigenvalues of E, then (£*, — iwj are 
also corresponding eigenvectors and eigenvalues of E. Il is therefore possible 
to choose r and Q in the following way

»-I." .’J (I- 7)

co is a 3Nx3N, positive definite and diagonal matrix.
In order to separate the Hamiltonian we introduce new variables / and/+

Ui i/r (I. 8)

The operators (/^)a and (f)a are hermitian conjugate operators because (r)^ 
and (s)ß are hermitian operators.

If u and p are replaced by /^ and / then the Hamiltonian (I, 5) will be

h - i(7w/+/*“2/)- (I. 9)

In order to show that H really is separated into one-dimensional systems, 
it is necessary to study the commutation relations of / and/'. After some 
lengthy calculations the following result is found

[(/)a>(/T)^l =
(I, 10)

Now destruction operators of phonons in stationary states can immediately 
be constructed
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■ 1/ A°(/)“

Il = !£«>«(%+!) 
a

= 0 = Öxß

In cases where the matrices A and 1) of the Hamiltonian (I, 1) commute 
it is possible to choose destruction operators for localized phonons of the 
form (8) where

AZ = (Z) - A2)1/4 (1,12)

can be used (note that - A2 has no negative eigenvalues). In the general case 
it does not appear very usefid to introduce localized phonons, at least not 
localized with respect to direction.

The whole question of phonons and magnetic fields is not an important 
one because the most essential result of a magnetic field will be a change of 
the electronic structure, i. e. a change of the dynamical matrix Z). The reason 
for this is that the charge-mass ratio is much larger for the electrons than 
for the nuclei. It may, however, be of some importance to realize that a 
homogeneous magnetic field itself is not an anharmonic force.

(b H)

Appendix II

The most reasonable way to study how phonons are localized is to study 
how the corresponding excitation energy is localized. This means that the 
matrix elements of prps and urus must be studied. In the usual case where 
the matrix 7’ (1) of the kinetic energy is a diagonal matrix, 7ir and vr (2) 
can evidently be used instead of pr and ur and this will be done here.

If |A> is a normalized state vector containing a definite number of localized 
phonons (8) (9), i. e. if |A> is an eigenvector of all operators b^br, then a 
short calculation gives these results:

<A|Vs|A> - fi2X(M,s«A|fe’6,|A>-H) (H. O
t

<4 I I A> - /12(M-i)rtO/-%«A|6’6(|.4> + D (11,2) 
t

<A|H|A> = /i2(M2)1(«A|b*6,|A> + f) (11,3)
t

<A|H|A> - 2<A|^tJr(|A> (11,4)
t st
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Il is seen that the energy of |A> is, as expected, divided into two equal 
parts, a potential energy part and a kinetic energy part.

The excitation energy of a phonon created by from the state |A> is 
now determined by the increment in the matrix elements (II, 1) and (II, 2) 
when b^bu is increased by one. In particular, that part of the kinetic exci- 
ation energy which belongs to the r’th degree of freedom is (from II, 1)

^kin,r = <H<A I I A> = ±h(Mru)2 (II, 5)

Thus the kinetic excitation energy of the phonon created by bl would be 
strictly localized if and only if M were a diagonal matrix; but then D = M4 
would be a diagonal matrix too, and this is clearly not true. The kinetic 
energy connected with “localized” phonons is therefore not strictly loca­
lized, but if j\Irs is small when the atoms to which r and s belong are rather 
far apart then it is quite reasonable to call the phonon localized. As a matter 
of fact in the case of sufficiently large systems Drs will usually be small when 
the atoms to which r and s belong are sufficiently far apart, and this feature 
will, more or less, be preserved for functions of I), e. g. M = D1^ (reasons for 
this will be given later).

Another way to study the localization of “localized phonons” would be 
to study the transitions between different states of localized phonons. This 
will lead to the study of the matrix elements of the Hamiltonian H or according 
to eq. (II, 3) the matrix elements of M2.

From the preceding considerations it is seen that the localization of 
“localized phonons” is connected with functions of D. We shall not give 
any real proof but only sketch how one may investigate to what extent it 
follows that if Drs is small when the distance between r and s is large enough 
then the same is, more or less, true for functions of D. We shall limit ourselves 
to the case where

Drs = 0 when distance (r,s) > d. (H, 6)

It follows immediately that

(Dn)rs = 0 when distance (r,s) > n x d, n = 1, 2, 3,. . . (II, 7) 

Polynomials of D will therefore have the wanted property.
If the eigenvalues of D are such that a function /’(.r) may be approximated 

by a polynomial of x for x equal to any of the eigenvalues of D, then f(D) 
may be approximated by the same polynomial in D instead of x. This is 
most easily seen in a representation where D is a diagonal matrix. Approxima- 
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tion by polynomials gives now an explanation of the said property of functions 
of D.

Instead of giving examples using the approximation by polynomials only 
a few numerical results will be given. For some simple models of crystals 
it has been calculated how much of the kinetic excitation energy of a localized 
phonon belongs to the same degree of freedom as the phonon; this means 
(see II, 5) that (Jfrr)2/(3I2)rr has been calculated. The examples are:

1) A harmonic, infinite, one-dimensional and diatomic crystal with nearest 
neighbour interaction. The masses are mi and ma, and the phonon is localized 
at the atom with mass mi. Except for mi/1112 = 1 numerical integration is 
necessary.

0.1 0.5 1 2 10

0.978 0.938 0.914 0.892 0.865

It is seen that a phonon is better localized at a light atom than at a heavy 
atom, but the kinetic energy part of the excitation energy is in all cases quite 
well localized.

2) A harmonic, infinite, two-dimensional and hexagonal crystal with one 
atom in the basis and nearest neighbour interaction.

Numerical calculations have shown that

(Mrr)2/(M2)rr ~ 0.97.

3) This is a Debye model with a “spherical” Brillouin zone and only 
one sound velocity. The model is not very realistic but particularly in one and 
three dimensions many calculations are easily performed.

--------------------------- 1-dim. 2-dim. 3-dim.

( M rr)2K^2)rr 8/9 24/25 48/49

Although the interaction range of a Debye model is long it is found that 
the kinetic excitation energy of a localized phonon is well localized. Note 
that the degree of localization increases with the number of dimensions.
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Appendix III

Below is shown that the operator Ô (31) generates the transformation (27) 
of the destruction operators br.

First we define by induction an operator [A, B]W for all integers n > 0 
(A and B are usual operators)

[A, BJC») = B [A, B](D = AB-BA

[A, B](»+D = [A, [A, BJWJW.

We have now the following identity*

00 1
exp(A)B exp(-A) = 2 [A,B]<re> (= exp([A,B])). (Ill, 1)

n = 0Îi!

Here the last expression is to be understood in a purely formal way.
A proof of the identity is easily constructed using the formula

[A,B](re> = 2 (-l)” + v|Zn^AvBAra_v (III, 2)
v = 0 \ v /

which is found by induction.
Using the commutation relations (10) for bx and b* (32) it is found by 

induction that
= (-iyibxöxß n > 0.

The transformation of ba is now immediately accessible

exp(zÔ)&a exp(-zÔ) = exp(-z7a)6a = Å*bx.

The transformation of br is consequently

exp(iÖ)fcr exp(- ZÖ) - 2LrsBfB?bt - 2L„b, q. e. d.
a ocst s

* See F. Hausdorff (7). A more recent treatment is given by Wilhelm Magnus et al. (8).

IL C. Ørsted Institute, Physics Laboratory I,
University of Copenhagen, Denmark.
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Introduction

Il y a 30 ans, que A. I). Aleksandrov [1 | et indépendamment W. Fenchel 
et B. .1essen [7] ont introduit les mesures de surface d’un corps convexe. 
Depuis ce temps là L. Schwartz a créé la théorie des distributions, et il 
nous semble naturel d’en faire usage aux problèmes linéaires des corps 
convexes.

Un problème intéressant, posé dans [1], [7], est la caractérisation des 
mesures positives sur la sphère unité dans R(/, (pii peuvent être la mesure 
de surface p-ième pp(K) d’un corps convexe K dans R7. La mesure pp(K) 
est par définition la mesure de surface mixte p(K, ■ ■ - ,K,Eq, ■ • • ,Eq), où le 
corps K est pris p fois, et la boule unité Eq de R'' est prise q - 1 - p fois. 
Pour la définition voir [7] p. 21.

Le cas p 7 - 1 est résolu complètement dans [2], [7], tandis que la 
réponse pour p 1, • • - , q 2 est inconnue. Contrairement à la réponse du 
cas p = q - 1, où tous les mesures positives, satisfaisant à des conditions 
trivialement nécessaires, peuvent paraître comme mesures /<ç_i(A), c’est 
connu depuis longtemps que la classe des mesures //i(A) est beaucoup plus 
restrictive. Un des buts du présent travail est de donner une condition 
nécessaire et suffisante, pour qu’une mesure positive soit la première mesure 
de surface pi(K) d’un corps convexe K. Une condition suffisante mais non 
nécessaire est donnée par A. V. Pogorelov [16]. Pendant la rédaction finale 
du présent travail nous avons fait la connaisance de deux travaux de W. J. 
Firey [8], [9], dont le dernier contient essentiellement la même caractérisa­
tion comme la nôtre, mais obtenue dans une manière complètement diffé­
rente.

La mesure pi(K) dépend linéairement du corps convexe K dans R7, ou 
ce (pii est équivalent, linéairement de la fonction d’appui Iik de K:

h.K + L = hx + hL, pi(K+L) = pi(A) + pi(L),

hÀL = /<1(AA) = Â/d(A),

pour des corps convexes K, L et z è 0.
1*
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Ce fait indique, qu’on pourrait espérer de trouver un opérateur diffé­
rentielle Iïq sur la sphère unité tel que

D'qllK = //î(A'), (1)

au sens de distribution pour tout corps convexe K. 
qu’en effet c’est le cas, el que

Nous allons démontrer,

oii zl* est l’opérateur de Laplace-Beltrami sur la sphère unité Dans le 
cas où A’ est suffisamment différentiable, la formule (1) s’écrit pour £ G Qq

i = 1

9

1* + G-1)M) Ai(0+- •

oil Ai(£),---, A !(^) sont les rayons de courbure principaux au point 
frontière grad hx(£) de K. La formule (3) est classique, et remonte à 
E. B. Christoffel pour l’espace ordinaire de trois dimensions.

11 est bien naturel de chercher la formule inverse de (1), c’est-à-dire 
trouver une fonction de Green gq de l’opérateur I)q. Nous sommes arrivés à 
démontrer l’existence d’une telle fonction — dans tout le suivant appelée le 
noyau sphérique - et à calculer gq explicitement, à cause d’une formule 
de récursion simple entre gq+2 et gq- En vertu de l’invariance de Dq par 
rapport au groupe 0(q) des rotations, le noyau sphérique

gq -.QqxQq -> R U { - 00 }

ne dépend que du produit scalaire £•?/ des vecteurs £, ?/g£?ç, et par consé­
quent gq est considéré comme fonction sur l’intervalle [ - 1,1 j. Alors la for­
mule inverse de (1 ) peut s’écrire pour £ G

o îi

Aâ(£) = \<<7«(£ ’ J/WiCA'X?/) + -V’(A) • £,
||w?-i|| .1

k ) = Agi \ri ) »
iMl.l

a.

(4)

(5)

valable pour tout corps convexe A dans R?. Ici a>q désigne la mesure de sur­
face ordinaire sur £}q de masse totale ||coa||. Le point V’(A') de R" est appelé 
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le point de Steiner 118]. Pendant les dernières années ô*Q7v) a joué un rôle 
dans des diverses travaux, surtout par G. G. Shephard (cf. B. Grünbaum 
[10] p. 307).

Les formules (1) et (4) ressemblent au théorème de représentation de 
F. Riesz dans la théorie du potentiel classique, et en effet ils représentent un 
cas particulier d’un théorème complètement analogue à celui-là. Nous allons 
développer une «théorie du potentiel sphérique» qui admet ce «théorème 
de Riesz». Chez nous gq va jouer le rôle de r~Q + 2, et D* le rôle du laplacien. 
Beaucoup de résultats classiques possèdent des analogues dans cette théo­
rie, citons par exemple le théorème dû à G. G. Evans et à F. Vasilesco 
(cf. [6] p. 49).

Dans le chapitre 1 nous allons réunir la notation et au convenance du 
lecteur donner quelques définitions et théorèmes, qui seront souvent utilisés. 
Dans le chapitre 2 nous allons utiliser la théorie des distributions sur la 
sphère unité , et notre outil le plus important sera le développement 
d’une distribution en série de fonctions sphériques. Une espèce de produit 
de convolution entre des fonctions sur l’intervalle [—1,1] et des distributions 
sur la sphère unité Qq nous permet de faire une régularisation des distribu­
tions. Dans le chapitre 3 nous allons démontrer l’existence du noyau sphé­
rique (fg, et donner quelques propriétés de gq, indispensables dans le cha­
pitre 4, qui est consacré à la théorie du potentiel sphérique. Finalement 
dans le chapitre 5 nous retournons aux corps convexes et prouvons entre 
autres choses les formules (1) et (4), et la caractérisation promise.

Le présent travail a été commencé sur l’invitation de M. B. Jessen. Au 
cours de son élaboration, de fructueuses conversations avec lui m’ont bien 
souvent mis sur la voie. Qu’il veuille trouver ici l’expression de ma profonde 
reconnaissance.

Chapitre 1

CORPS CONVEXES. NOTATION ET RÉSUMÉ

Dans la suite nous allons considérer l’espace euclidien de g dimensions, 
noté R'ô et nous nous bornerons aux cas q è 2.

Deux ensembles vont jouer un rôle dominant:

Eg = {xeR®|||æ|| â 1}, la boule unité,
et

Qg = {.r e R5|||æ|| = 1}, la sphère unité.
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Quant à la théorie de la mesure, nous allons nous servir de la termino­
logie du traité de N. Bourbaki [4]. On désigne par ^#(Ï2?) (resp. ^#+(Qq)) 
l’espaee des mesures de Radon (resp. mesures de Radon positives) sur Qq. 
L’espace ^(Qq) est le dual de ^(£??), qui est l’espace de Banach des fonc­
tions continues f'.Qq -> R, muni de la norme de la convergence uniforme

\\f\\ = max {|/’(£)l I É e Æff}.

Dans la suite est toujours muni de la topologie vague. La mesure de
surface ordinaire sur Qq est notée a>q. Elle est invariante par rapport au 
groupe O(q) des rotations dans R'/, et elle a la masse totale

D'ailleurs elle est uniquement déterminée par ces deux conditions.
Pour une /z e .#+(ï2g) et un p e 11, oo] l’espace Støv(Qq,u) a le sens or­

dinaire. Nous écrivons brièvement Jtøv(Qq) pour ^,p(Qq,a>q), et nous con­
sidérons toujours comme un sous-espace de P^(_Q?), en vertu du
plongement canonique, qui à une fonction f e Jtø^Qq) attache la mesure

<p J

P

Un corps convexe K dans R'z sera un ensemble convexe compact non 
vide de R1?. L’ensemble tøq des corps convexes dans R'/ est muni d’une 
structure algébrique

K + L = {x + y|.r e K, y e L} e tøq, pour A’, L e tøq,

).K = {Àr|.r e A} e tøq, pour K e tøq, z è 0,

et muni d’une structure topologique, définie par la distance de Hausdorlï

D(K,L) = inf {e > 0 | A ç L + sEq,L ç A + eEq}.

Les deux opérations algébriques sont continues comme des applications
x -> tøq et [0, oo| x tøq tøq. De plus tøq est un espace localement 

compact et complet. D’après H. Minkowski on sait (pie les polyèdres et les 
corps convexes fisses forment deux ensembles partout denses dans tøq.

Précisons le mot lisse. Un corps convexe lisse A' E tøq sera pour nous 
un corps convexe de dimension q (i.e. d’intérieur non vide), dont la fron- 
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liere dK est une varieté différentiable de dimension q -1; pour tout £ e Qq 
l’hyperplan d’appui de K de normale extérieure £ rencontre K en un seul 
point øk(£), et l’application øa- sera un difféomorphisme Qq -+ dK.

Tout corps convexe Æ e tøq a un volume Va(Æ). D’après H. Minkowski 
il existe une application Vff: fé7® -> R, qui à q corps convexes Ki,---,Kq 
attache un nombre Vq(Ki, • • •, Kq), appelé le volume mixte de Ki,---,Kq. 
L’application Vq est multilinéaire et symétrique, et si tous les corps convexes 
AT, • • • ,Kq sont égaux à K, on a Vq(K, • • - = Vq(K). D’ailleurs il n’est
pas difficile de voir que ces trois propriétés déterminent l’application Lf/ 
uniquement. Concernant le volume mixte voir |3| p. 38.

Pour tout K g tëq on introduit la fonction d’appui hx- R7 -* R- donnée 
par la formule

/zÆ(.r) = sup (xy),
y e k

où x-y désigne le produit scalaire de x et y. Toute fonction d’appui hx 
vérifie

(a) hK(x + y) g ùÆ(.r) + 7jk(p) 
et

(b) = ÂAk(x), si Â è 0,

ce (pii montre que hx est convexe, et par conséquent continue. Inversement, 
toute fonction R^ -> R satisfaisant aux conditions (a) et (b) est la fonction 
d’appui d’un corps convexe et d’un seul.

Grâce à la condition (b), on ne perd pas de l’information en considérant 
la fonction d’appui seulement sur Qq, c’est-à-dire comme élément de l’espace 
de Banach ^(Qq). Il est bien connu que l’application fâq -> donnée
par K hx, possède les propriétés suivantes:

(i) K Ç= A si et seulement si hx â Al, pour K,L g ^q.

(ii) hx + x = hx + hx, h/_x = %-hx , pour K,L G ¥>q,k è 0.

(iii) D(K,L) = \\hx - hx\\ , pour K,LE%q.

(iv) /zconv(KUL) = max(AÆ,A£) , pour K,LEÏq.

On en déduit que l’ensemble des fonctions d’appui forme un cône convexe 
réticulé dans et que est un espace de Riesz, qui de plus
contient les fonctions constantes et sépare les points de Qq. D’après le 
théorème de Weierstrass-Stone, est partout dense dans
c’est-à-dire est un cône convexe total de Cette observation est 
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très utile, et peut servir à l’introduction des mesures de surface mixtes de 
q — 1 corps convexes dans R^. Pour nous il suffit de connaître la première 
mesure de surface //i(A) d’un corps convexe A, définie comme la mesure 
de surface mixte y(K,Eq,- • -,E9) de K, et de A’ç prise q — 2 fois. Otte mesure 
est caractérisée de la manière suivante:

PROPOSITION 1.1. Soit Ke cdq. Il existe une mesure positive /<i(A) sur 
£Iq et une seule telle que, pour tout corps convexe 7. E ¥> q

Démonstration: L’unicité résulte de la totalité du cône convexe des 
fonctions d’appui. Pour voir l’existence nous considérons l’application 
<5^ -> R, donnée par

Elle est linéaire et croissante à cause des propriétés du volume mixte. Cela 
entraîne que le prolongement par linéarité au sous-espace est une
forme linéaire positive. Un prolongement par continuité donne la mesure 
désirée. /

Dans la proposition suivante nous allons résumer les propriétés de la 
mesure /11(A). Elles se déduisent facilement de ce qui est connu sur le 
volume mixte (cf. P] §§ 5, 6).

PROPOSITION 1.2. (i) La mesure pi(K) est indépendante de translations 
de K, c est-à-dire pi(K + a) = /zi(A) pour a e R7.

(ii) La mesure //i(A) admet 0 pour barycentre, c’est-à-dire

hdpy(K)(^ = 0

-Qv

(iii) L’application //i : %q ^+(L2q) est linéaire et continue.
(iv) Sz A' est un corps convexe lisse, la mesure //i(A) possède une densité 

par rapport à la mesure ojq, plus précisément

où ■ • - , sont les rayons de courbure principaux au point frontière
gradAx(^) de K, où la normale extérieure est
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De plus pour un corps convexe lisse K, d’après [3] p. 62, on a

donc

x ’ d^h.K
Aqhn(£) = / 3 2 = ‘ ‘ + ^?-l(£),

dxi
i = 1

dqllK = (q -1)/Z1(Æ), (1)

où nous avons identifié la mesure et sa densité par rapport à (oq.

Chapitre 2

SUR LE DÉVELOPPEMENT D’UNE DISTRIBUTION EN SÉRIE 
DE FONCTIONS SPHÉRIQUES

§ 1. La théorie des distributions sur Qq

La sphère unité Qq est une variété différentiable de dimension ç — 1, 
possédant une base dénombrable d’ensembles ouverts. Selon [17] on peut 
introduire les espace vectoriels topologiques fondamentaux de la théorie 
des distributions, traditionellement notés 3), S>', <§, <o', sur une telle variété. 
La compacité de Qq entraîne que Q) = & et 3)' = ê'. L’espace vectoriel 
topologique Q) = Q){Qq} est l’ensemble C°°(X2ç) des fonctions indéfiniment 
dérivables £èq -> R muni d’une topologie convenable. Pour la définition de 
cette topologie et ses propriétés voir |17] §9; mentionnons seulement que 
£^(T2?) est un espace de Fréchet.

L’espace dual topologique 3>'(Qq) forme l’espace des distributions sur 
On le munit de la topologie faible de la dualité.

Dans la théorie des distributions de R'L on utilise fréquemment le produit 
de convolution, quand il s’agit d’approximer une fonction par une fonction 
indéfiniment dérivable. On pourrait croire, qu’on allait perdre ce procédé 
d’approximation ici, parce qu’il est lié à la structure de groupe de RL 11 
y a cependant dans ce cas simple un procédé, qui ressemble au produit 
de convolution, et qui nous donne des résultats ressemblants à ceux du cas 
classique RL

Soit (^f)fG]0.i[ une unité approchée dans l’algebre de Banach ^f1(RfQ 
telle que

(i) yE e C°°(R</),
(ii) w è 0, suppig {.r e R«| ||.r|| â g},
(iii) y»e(æ) = Y’g(y), si ||.r|| = |ly||,
(iv) J ^£(.r)d.r = 1.

R'/
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On définit yF : -Qç x Qq -> R par
00 

Z£(Éd/) = ||w<z-i||j VE(S - r)/)rq~xdr. 

o

En effet il suffiit de faire l’intégration sur l'intervalle [0,2], parce que si 
r è 2 et £,?/ E Qq, on a

||<F - 70/11 v |r — 11 è 1.

Ceci montre (pie yE e Cx(Qq x Ï2Ç). De plus on a

||£ — 7O?||2 = 1 + r2 — 2r(£-r/),

donc /f.(£,//) ne dépend que de £•//. Si £•>/ = /, nous écrivons

00

9?f(/) = <jpc(£ • r/) = %E($,if) = ||wQ-i|| I y>E(Ç ri/)rQ~ldr. (1)

o

DEFINITION: La famille (?’£)£g]o,i[ esl appelée une unité approchée de 
Qq, provenue de l'unité approchée (y>£)eE]o,i[ de ^RR'O par la formule (1).

PROPOSITION 2.1. L'unité approchée (cpF)F ejo.q de Qq possède les pro­
priétés suivantes :

(i) Pour tout Ç E Qq la fonction >/ —> <pf(£ •>/) de Qq dans R est indéfiniment
dérivable. I)e meme <pE : | 1,1 ] -> R est indéfiniment dérivable.

(ii) (f£ è 0, supp^£ £ [(1 -e2)5,l].
(iii) Pour tout Ç E Qq on a

f <pe(£ • r/)(Aoç(>;) =

-Q,,
donc

i

(iv) f 9?t.(/)( 1 t2)'P<i-‘Pdt = 1.
-1

Démonstration: Remarquons à (ii) que si çq.(s ’ >/) > 0, il existe un r > 0 
tid que ||£ - 7-?/|| < e, d’où

1 + r2 - 2r(£ • 7/) < e2.

Cela entraîne d’une part (pie s •// è 0, d'autre part (pie 1 -(£-?/)2 < e2, 

parce (pie 1 + r2 2r(£-r/) a la valeur minimale 1 -(£-?;)2. En tout on a 
> (i
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La vérification de (iii) est facile:

et (iv) est une conséquence immédiate de (iii). /

DÉFINITION: Soit (<P£)e ejo.q line unité approchée de comme donnée 
ci-dessus. Pour F G 11 GJhQg), Te2\Q9), nous posons pour G

Ve

Ve

f(O = ,, 1 o \
IIe0« —ill J

r(ê) = -- --7W ■>/))• |CO?-li| >)

Alors (fe * X est une fonction Qq -> R appelée le produit de convolution de (pE 
et X, ou la régularisée de X.

Le principe de la régularisation dit que ç?e * X est indéfiniment dérivable 
et une bonne approximation à X.

Précisions ce principe par la proposition suivante.

PROPOSITION 2.2. Soit E un des espaces tS>(Qq), të(£}q), F£\Qq). Alors, 
pour toute F g E, ona<pe * F G Cx(Qq) Ç E et lim <pE * F = F dans l’espace E.

E —> 0

Démonstration: Si F G =2f1(ï2ï) on déduit que * F G C°°(ßff) à l’aide 
d’un théorème sur la dérivation sous le signe d’intégration.

(i) Soit E = ^(Qq). La démonstration ne se déroule pas, comme on 
pourrait le croire, par analogie avec la proposition correspondante de RL 
La cause en est qu’on ne peut pas changer les rôles de cpe et F comme dans 
le produit de convolution ordinaire. On se débrouille de la manière suivante. 
Prolongeons F à toute R« en posant

F(0) = 0, et F(.r) = F| ), si x 4= 0.k \l!æll/
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Alors Fe C,oc(R«\{(l}). Soit (w)f6]o,i[ * unité approchée de =^’1(R«) de la­
quelle (<pf)e e]0 if provient. Pour le produit de convolution ordinaire

W * ^(-r) = j F\y)ip£(x - y)dy
R' R7

nous savons que :i F G G (R?) et lim yy. * F = F dans l’espace <f(R«\{()}), 
e ->o

i.e. chacune des dérivées partielles de yy. * F converge vers la dérivée partielle 
correspondante de F, uniformément sur tout compact de R"\{()}. Cela en­
traîne lim y)e*F = F dans l’espace £^(£?ç). Calculons maintenant * F(£) 

£ -> o
pour un

= / - y)rfy =- f I J
R .rZ; \°

dœçO/)

1
) -1 F(W£(É ’ = Ç’f F(0,

d’après la formule (1).
(ii) Soit E = tø(Qq). Fin vertu de la formule

lF(£) - <Pe * F(ê)l â ,\(p£(^ ■ r/)\F(^) - F(y)\d(Oq(y),

-Q,

nous concluons à l’aide de la continuité uniforme de F que ç?e * F(f) -> F(£), 
uniformément sur Qq pour e -+ 0.

Par conséquent nous avons aussi lim ç?e * F = F dans JFdEq).
F -> 0

(iii) Soit FJ — ^F1(Qq). Grâce au théorème de Fubini, on a pour tout 
£ e ]0,lI

IK* Flli â ||F||i.

Pour ô > 0 donné on choisit G G ^(Qq) telle que ||F ~G||i < 3 ô.
Donc

||F - (f>e * F||i 3 ö + ||G - (f)t. * G||i < ô,

dès que e est suffisamment petit. /
De cette proposition résulte que est partout dense dans ^(Qq),

ce qui nous permet de considérer les mesures .'#(£?</) comme un sous-espace 
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des distributions Q>\L2q). Par conséquent on a les plongements
Ç c <^'(&?). Une fonction f g =Z?1(X5) s’identifie avec la distribu­
tion ,

7 J Æ£)7(£)rfct>?(£)-
-Q,,

On remarque que les trois définitions de la régularisée sont compatibles 
avec ces plongements.

Une distribution T E est dite positive, si pour toute 99 G
99 è 0, on a I'Dp) è 0.

PROPOSITION 2.3. Après le plongeaient il y a identité
entre les mesures positives ^+(Qq) et les distributions positives &+(Qq).

Démonstration: Trivialement ^+(Ï2S) <= &+(Qq). Inversement, soient T 
une distribution positive, (p E S’(Qq). Puisque

- IMI è(pè Itøll,
on a

- ||9?||T(1) g T(cp) ||^|j7’(l),
donc

iîxçoi itøiini)-

Il en découle que 7 est continue sur muni de la topologie induite par
celle de ^(X?). Alors T se prolonge uniquement par continuité en une 
mesure sur Qq, encore notée T, et T est une mesure positive, car si 9? e

(p è 0, on a
<pe * <p e 9?e 99 è 0,

donc
r(9?e * 99) è 0.

Faisons e -> 0, d’après la proposition 2.2 <pE* <p -> <p dans l’espace
d’où

T(99£ * 99) -> 7(99),
et par suite

7(99) > 0. /

Nous allons utiliser le produit tensoriel de distributions. Pour les détails 
voir [17] théorèmes 9, 10; citons seulement la proposition suivante.

PROPOSITION 2.4. Soient S,T E ^'(Qq), tp e C'(^qx Qqy Les applica­
tions Ç 1—> T((p(l; prf)) et Tp—± S((p(jLr/y) sont indéfinement dérivables sur Qq. 
De plus 71
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S(7W,//))) = 7’(S(<X^))). (2)
£ q rl £

Celte formule détermine une distribution sur fdqxQq, appelée le produit ten- 
soriel de S et T, et elle est notée S x 7’.

Voici un autre exemple du principe de la régularisation:

PROPOSITION 2.5. Soit Te @'(Qq). Alors (pE * 7’G Cœ(ï2ç), et lim q£ * 7’ 
= T dans A^'(Qq), i.e. faiblement au sens des distributions.

Démonstration : La proposition 2.4 montre que ç?£ * T g La fonc­
tion £ —> 1 est une distribution, et une application de la formule (2) au 
produit tensoriel 1 x 7’ et à la fonction (£.7?) 1(pe(^ où y g
donne

f = 7'lJ 11 v \ J
Q O--q

d’où
f<p(£M * = T(ç>e *9?0/)).

J 7/
D.,

Si nous interprétons ç?£ * T comme distribution, nous venons de voir que

Ç’g * T(ç>) = 7,(ç9£ * 99).

Si e -> 0, il résulte de la proposition 2.2 que

ç?£ * T(<p ) -> T(ç>),

valable pour toute <p G &(Qq). /

§2. L’opérateur A*q de Laplace-Beltrami sur Dq

Dans le suivant J* désigne l’opérateur de Laplace-Beltrami sur Qq (cf. 
[11] p. 387), et Aq désigne le laplacien ordinaire dans q variables. Résumons 
quelques faits, nécessaires pour ce qui suit.

PROPOSITION 2.6. Si i’GR,;\{()}, on pose x = rl;, où r = ||æ|| g ](), oo[ 
et H = x/||æ|| G Qq. Alors on a

d2 q - 1 d 1
— + + A .
dr2 r dr r2 q (3)

Sz ugLJç, on pose = {p E Qq\ a ■ 1] = ()}, et on obtient la description 
paramétrique suivante de Qq\{a, — a}:
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£ = + (1 - f2)h], où / g ]-l,l [,7 g Pç_i.

Alors on a (si q è 3)
... d2 d 1 ...

zL’ = (1 - Z2)------(«-I)/ +------- J* (4)9 7d/2 ' dt 1 - /2 9 1

Pour toutes ep,ip G C2(Qq), on a

J<X£)dç>(ê)cfco?(£) = (5)

-Q7 -Q.,

Pour tout A G ()(q) et toute cp G C2(£??), on a

Aç(ç)oA) = (Aç»oA. (6)

Démonstration: Les formules (3), (4) résultent de l’expression dans des 
coordonnées locales de A'q (cf. [15] p. 38), et (5), (6) sont des cas particuliers 
d’un théorème général sur les variétés de Riemann (cf. [11 ] p. 387). Nous 
allons obtenir (5) comme corrollaire du théorème 4.3. /

Soit h K la fonction d'appui d’un corps convexe lisse K. Puisque pour 
r > 0, £ G

hK(r^) = rhK(£),
la formule (3) donne

7 - 1 1 x
A ç7? «•(>£) = - Ùk(^) + - A.

r ' r
Si r = 1, on a

de7?,<(£) = {dg + (7 - 1 )}h«■(£), pour £gï2ç. (7)

D'après (1) chapitre 1 nous avons

I 1 -■ IZl9 + 1 \hK = //!(/<). (8)
h -1 I

Pour des raisons de commodité nous posons

/>* - -L-J* + !, (9)
7 — 1

donc, pour tout corps convexe lisse K, on a

DqllK = 71(A). (10)
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L’opérateur ZP’ est une application linéaire continue -+ @(Qq).
La continuité résulte des faits que d* applique un ensemble borné de 
sur un ensemble borné, et que ZZ(-Qç) est un espace de Fréchet et par consé­
quent bornologique. L’application tA'q', transposée de Aq , est alors une ap­
plication linéaire continue S>'(Qq) -> ^'(Ï2Ç), donnée par

Ldç7’(y?) = T(Aqip), pour des T E @'(&q), ip G CZ(L?ç).

Pour une 9? G ^(Ï2Q) considérée comme distribution, on a pour toute i/> G 3>(£>q)

'^'qV/VA = <p(A'qV) (p($)Aqy(Ç)da)q(Ç) ïq<P(VA-

Donc, [’application {Aq est une extension de Aj de à £^>\Qq). Dorénavant 
nous considérons toujours Vopérateur de Laplace-Beltrami Aq comme un opéra­
teur dans l’espace ^'(£2q). Ces observations sont valables aussi pour l’opérateur

Aq + 1. Remarquons de plus (pie (5), (6) subsistent encore, si

est remplacé par D'q.

§3. Le produit de convolution

La fonction régularisée ç?£ * A de § 1 est un produit de convolution. Dans 
ce paragraphe nous allons considérer des produits de convolution F * (i 
plus généraux. Sur l’intervalle [- 1,1] nous considérons la mesure 
(1 — /2)i<e-3) dt, (] Z 2, (pii donne les espaces

^P([- 1,1],(1 - /2)2«7-3)rfQ 1,1],7)

pour p G |1, 00]. Nous posons R = R U {-00,00}.

PROPOSITION 2.7. Soit /’: [-1,1] -> R une /'onction borélienne apparte­
nant à ^?1(| - 1,1 ],(/), et soil £ un point de Qq. Alors la /'onction /'(£■ ): 
Qq -+ R donnée par rjf(J; • r/) est borélienne et appartient à ^C1(Qq). De

1 \f(£ ■ ^(^(>1) = V(O(1 
,w«-i ;

<?., -1

et l’application Qq -+ donnée par Ç *--> /'(£■ ) est continue.
Démonstration: L’application 7 --*/(£’z/) est trivialement borélienne.

Alors

plus

/2)U«-3) ({p
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i

1 • •
\\f(f-,!)],Jm^i) - \ - Oi“~3) dl <

_q7 -1

d’où /'(£• ) g et on voit que la formule donnée est valable. La
continuité de l’application £ i f(Ç- ) se déduit ainsi: Soit e > 0. On choisit 
une g G ^([0,11) telle que

1

IK-ill \ 1/(0 -.9(01(1 - dl <

-1
Alors

)l|i < h + ltø(£’ ) - <7(C-)lli < £>

dès que £ est suffisamment voisin à £, en vertu de la continuité uniforme 
de g. I

DÉFINITION DU PRODUIT DE CONVOLUTION. Soient finie fonction 
borélienne de 1, l],r/), g g ^(Qq). Nous posons

f* = h 1 h

Si F G ^f1(Qq) nous avons identifié F et la mesure Fdatq, et nous écrivons 
simplement f * F au lieu de f * Fda>q, i.e.

1 C/ * F(O ■-= H H \f(£ • v)P(v)d(oq(r]).

Soient (p G C°°( [ — 1, 1 ]), T e &(ßq); nous posons

<P * 7’(£) = .------ - 7’(ç?G* i;)).

PROPOSITION 2.8. Par la notation ci-dessus f* g est définie (oq-presque 
partout et appartient à et (p*T appartient à C°°(ß(?).

Démonstration: L’application (£,r/) ► f(£’g) est trivialement borélienne.
Grâce au théorème de Fubini on a

Mat.Fys.Medd.Dan.Vid.Selsk. 37, no. 6.
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!/'(£• * l/d(b/) = y/K'
ß, x ß„ b, b,

i i/ • / éi \ / •
= llw«-ill\( \ l/COK1 - M/^IO/) = ll°>?-ill IH\ l/'COK1 - t2y{9~3) <n < °o,

eJ \ v •
ß, -1

d’où /'(£ • //) E (Qg x Î2q, Mq x |/z[), ce qui entraîne l’assertion. Que 
ç? * Te Cœ(£)q), résulte de la proposition 2.4. /

PROPOSITION 2.9. Soient f une fonction borélienne z/e =2f1([—1, 1 ], </), 
F E ££(^q). Alors f* F est partout définie, et elle est continue.

Démonstration: Pour tout £ e on a
i

-...  S l|F|l.\lf(OI(l - Z2)’“"3’dt < «,
II"?-111,1 ' ?

ß„ -1

et par conséquent f * F est partout définie. La continuité résulte de la pro­
position 2.7, parce que

i/-»Hf)-/'»F(c)i s 1-l|F|l“-ii/-(f- )-/■«• )n,. /
llcoa-ili

Qu’on remarque que la proposition subsiste encore, si /' est une fonction 
borélienne de ^a([- 1, 1 ],g), et F e où 1 S a, 0 å oo; a-1 + /F1 = 1.

§ 4. Développements en séries de polynômes de Legendre dans q dimensions, 
et de fonctions sphériques

Un exposé court et élégant de la théorie des fonctions sphériques et des 
polynômes de Legendre dans q dimensions se trouve dans [15]. Nous allons 
en utiliser la notation et les théorèmes.

Une fonction sphérique d’ordre n dans q dimensions est par définition 
un polynôme homogène harmonique de degré n à q variables x*i, 
On la considère comme fonction sur Qq. L’ensemble des fonctions sphériques 
d’ordre n et la fonction £ i-> 0 forment un espace vectoriel de dimension 
finie de fonctions -> R. Il est noté lln, et sa dimension est notée Ar(z/,/i) 
(cf. [15] p. 2—4). Les espaces Hn, n = 0,1,- • -, sont orthogonaux entre eux 
dans l’espace de Hilbert AF2(f2q), et leur somme hilbertienne est égale à
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J^2(£?ç). Si Si, i = 1, •• - , A7(g,zi) forment une base orthonormale de Hn, la 
fonction

Fn(Ç,riï = S Si(f)Si(ï;)
i = i

ne dépend pas de la base choisie; elle est appelée le noyau réproductif de 
l’espace Hn. Son importance est la suivante: Si /’e =2^2(ï2ff), et si fn est la 
projection de f sur Hn, alors f = 2» = o A dans l’espace et fn se
calcule P

fn(£) = J Fn(^,r/)f(Tl)dMg(Ti).

La série 2n = o /« esl appelée le développement de /' en série de fonctions 
sphériques. Avant d’étendre ce développement aux distributions, il nous 
faut connaître le noyau réproductif Fn.

Les polynômes de Legendre dans g dimensions seront notés pn{q,t)\ 
ils sont des polynômes de degré n = 0,1, •• • dans le variable / caractérisés 
par les conditions

i i
[pn(g,/)pm(g,/)(l - t2y{9~3) dt = 0 si n + m, |

pw(g,l) = 1 pour n = (),!,•■ •.

De plus on a (cf. [15] p. 15)
i

-1
|wç-i|| jV(g,n)

(12)

Ils sont aussi appelés les polynômes ultrasphériques. Si q = 3 on obtient 
les polynômes classiques de Legendre, et on sait que pw(2,f) = cos (n Arc- 
cos/) pour l e [-1,1] sont les polynômes de Cebycev.

De la formule (11) on tire

po(q,t) = L pi(q.t) = t,

q 1 g + 2 3 ,(13)
p2(g,/) = /2- Ps(q,t) = - F - - t-

g — 1 g— 1 Q ~1 g — 1

D’après (11), (12) le système

n = 0,1,* • - ,

est une base orthonormale dans l’espace de HilLert =5f2([-1,1 ],g).
2*
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A une fonction f G ^f1([ 1, 1 ],g) on attache la série

\\N(q,n) 
anpn{q,t}, (14)

Wçll

OÙ
1 

an = j/(o?«(//,o(i - /2r(?_3)</t

-1

appelée le développement de f en série de polynômes de Legendre dans g dimen­
sions.

Le noyau réproductif' Fn a une liason étroite avec pn(q,t). Puisqu’il est 
très important, nous citons ce résultat.

THÉORÈME 2.10. (Le théorème d’addition de G. Herglotz.) Le noyau 
réproductif Fn de l’espace Hn des fonctions sphériques d’ordre n est donné par

\(q, n)
y) - —--- -  pn(q,£ ■ rf).

!|COç||

Pour la démonstration voir [15] p. 9. 11 est important de remarquer 
qu’il en découle:

Pour un y G Qq fixé, l’application f i—> pn(q,£'y) est une fonction sphé­
rique d’ordre n.

Citons aussi :

THÉORÈME 2.11. (P. Funk, F. Hecke.) Soient f une fonction borélienne 
de [ - 1, 1 |, q) el S G Hn . Alors

j /'(s •/î)‘S(/?)dœî(/?) = LS(£),

où
1

Â = ||w?-i|| J /'(/)pn(ç,/)(1 - t2ÿ-{q~3) dt.

-1

Le théorème est démontré dans [15] p. 18, mais sous la condition /' 
continue. Cependant, une revue de la démonstration montre qu’on utilise 
essentiellement les conditions ci-dessus, et la proposition 2.7.

À une F g £Fx(Qq) on attache la série

n = 0
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(1.5)
où

Sn($) Pn(<], ) * E(£),

distribution T g ^'(Ï2Ç) on attache la sérieet à une

T (16)
où

on a

T

Alors <p*T a le développement

T<p *

Les séries sont appelées les développements en séries de fonctions sphériques. 
D’après 2.10 Sn est zéro ou une fonction sphérique d’ordre n. Les deux 

définitions sont compatibles avec le plongement Ç Q)'(Qq).
Le théorème suivant montre que le produit de convolution est important 

en relation avec les développements.

THEOREME 2.12. (i) Soit f une fonction borélienne de =2?1([-1,1], ç)» 
et posons F(Ef) = f(a-lp) pour un a G . (I)onc E G =5f1(ß?).) Pour les dévelop- 
pemen ts 

(ii) Soient ç? g Cx(|-l,l]) cf T G ^'(Ï2Ç) avec les développements

00

' S sn.
n = 0

Pn(q, ) * 7’(É).

00

2 anSn.
n = 0

(iii) Soient f une fonction borélienne de =2?1([-1, 1 ],ç) et p G^(Qq) avec 
les développements
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<~2
n — O

c^_i||A(g,/i) .
- anpn{q,t) 

||<M
et p 2, Sn- 

n = O

Alors /' * fi a le développement
OO

f * f t dn Sn ■
n = O

Démonstration: (i) Nous avons

N(q,ri) \Sn(£) = .. .. \ Pn(q,£ ■ q)K(i-q)da>Q(7])
IWI rj

1

pn(g,a-£)----------— ----------  /(f)pn(g,/)(l - /2)- <7/

-1

||œç-i||iV(f/,n)
(inpn(q,a • ?)•

IKII

Nous nous sommes servis du fait que pour un £ fixe, l’application q i—► 
pn(q,£’q) est une fonction sphérique, et ensuite nous avons utilisé le théorème 
2.11.

(ii) La valeur en £ g 72ç du terme n-ième du développement de q> * 7’est

Il 1 t
||co?j| <r

N(q,n)C N(q,n) 1*
-77- h * 7’('/>W*7) = IHI —Apd(q^ - q) ^(^(q-^W^Cq)

||«M ,1 l|cM llw<z_lll ,1 ”
a, D,

N(q,n) h* I
F- ii I XfpCq-^PnCq.^q^dM^qY

D„

T{ \\(Oa-A(lnDn((l,^-O) (• = anSw(£),

en vertu de la proposition 2.4 et le théorème 2.11.
(iii) La démonstration de (iii) est égale à celle de (ii), excepté que le 

«théorème de Fubini» 2.4 est remplacé par le théorème de Fubini propre­
ment dit.

COROLLAIRE 2.13. (i) Sz deux distributions 1\, Tz g ont le même
développement en série de fonctions sphériques, on a Ti = 7’2.

(ii) Si deux fonctions boréliennes f\, fz de ^?1([ 1,1],g) ont le même 
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développement en série de polynômes de Legendre dans q dimensions, on a 
fi = fi dans =2?1([ -1,1], g), donc /i = fz presque partout.

Démonstration: (i) Dans ce cas la distribution 7’ = 7'i — 7’2 a le dévelop­
pement Soit (ç,e)ee]o,ir une unité approchée de Qq, alors <pe*T
g C°°(£?ç), et d’après le théorème précédent yE * T a également le développe­
ment N”=o(). Cependant, nous savons qu’une fonction de =25’2(ß9) est 0 
presque partout si son développement est 2n = o^- Par conséquent * T = 0, 
ce qui entraîne T = 0, parce que limf^0 g£* T = T dans

(ii) Choisissons a e Qq, et posons F(£) = f^a-tf), où /' = /i -fi. D’après 
le théorème précédent Fa le développement = donc d’après (i) F = 0 
wç-presque partout, ce qui entraîne /i = fz dans =2?1(| - 1,1 ], g). /

Soit Sn une fonction sphérique d’ordre n dans g dimensions. Alors pour 
z > 0, £ g Qq on a

Sn(Âê) =

De plus on sait que AqSn = 0. D’après 2.6 formule (3) il résulte que

. (n - 1 ) (zz + q - 1 )- - n(n + <!~ 2)S.(f), 1---------- ’±- H ’ S„(S)- (17)
g - 1

En particulier
(n-l)(n + g-l)

l)'qpn{q,^ ■ - -------------------------------- pn(g,^-g). (18)
V g - 1

THEOREME 2.14. Soit avec le développement T ~ 2n = o*^«
en série de fonctions sphériques. Alors la distribution DqT a le développement

00

J -
n = 0

(n ~ l)(n + g-JJ
7-1

■JJI

Démonstration : On calcule

N(q,n) A, .//^(g.H/))

7

7’(7J*pn(g,£-g))
n >1ll*M

ce qui montre l’assertion. /



24

Puisque

Nr. ß

(n - l)(n + 9 - O = 0
7-1

équivaut à n = 1 lorsque n è 0, on conclut:

COROLLAIRE 2.15. Le noyau de l'opérateur l)q: Sd(Qq) -> est
Hi,i.e. l'ensemble des fonctions {£ i—> o-£|rz E R'?}.

Chapitre 3

LE NOYAU SPHÉRIQUE gq
§ 1. L’existence du noyau sphérique gq

Soit K e tøq un corps convexe lisse. D’après (10) chapitre 2, nous savons 
que pour un f e Qq

J)qhK(& = -q (O- (1)
7 - 1

Nous cherchons une fonction borélienne gq de 1,1 (,7) telle que

Supposons qu’elle existe, et posons

n = 0
00

n = 0
.7«

||œç-i>V(7,7f) 

ll«M
anpn(q, t).

Selon (1) et le théorème 2.14 nous avons

Ri • • • + 7V«-i
7 - 1

•So -

00

- l)(n 4 7 - l)s 
2. 7-1
n = 2

n = 2

anSn.

et par conséquent en vertu du théorème 2.12
00
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Pour la réalisation de (2) il faut avoir

t/o = 1, a»
<1 - 1

(n - l)(/i + q - 1)
si n 2. et Si = 0,

tandis que ai puisse être arbitraire. La condition Si = 0 dit exactement

pour tout £ G £?ç, donc le point de Steiner de A' doit remplir l’équation

3^(A) = - - \r/hK(q)da>q(q) = 0.
IRM J

On peut toujours obtenir 5^(A) = 0 par une translation convenable de K.
Si on choisit ai = 0, on est conduit au développement suivant de f/9:

11 <*>q ! I
(q - l)N(q,n)

(n - V)(n + q - 1)P (3)

Par avance on ne peut pas savoir si le développement (3) provient d’une 
fonction G «S71([—1,1 ], g). Qu’en effet c’est le cas, va être démontré dans 
le théorème 3.3. Si nous présumons ce résultat, nous avons la proposition 
provisoire :

PROPOSITION 3.1.
Alors

Soit K g un corps convexe lisse tel que S^(K) = 0.

7 - 1

• + Aff -1
ont le meme 

- 1
développement en série de fonctions sphériques, et par conséquent ils sont 
égaux coÿ-presque partout (2.13). De plus tous les deux sont des fonctions 
continues, la dernière selon 2.9; donc l’identité est démontrée. /

Retournons au développement (3), et déterminons quand il provient 
d’une fonction qg de 1, 1 ],g). Puisque la base orthonormale utilisée est

Ai

, , . AiDemonstration: Nous savons que Iir et gq * 
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IKII / />«(//- O, h o.i,•■ -,

les coefficients du développement sont

IK-iilV?! 0 (.7 - 1)N(7>")'

||<M / \ ’ ’ (n - 1 )(n + 7 1 )’

et leur somme carrée est

m1+(, o2y

||w<zll \ Z_v(/1 - 1 )2(n + 7 - 1 )2
\ n — 2

D’après [151 p. 4 on a
.. AT(7ui) 2
lim ------- — =

n^oo nQ - (7 --)!

done (4) est convergente précisément pour 4 - 7 + 2 > 1, i.e. pour 
7 = 2,3,4.

PROPOSITION 3.2. Pour les dimensions 7 = 2,3,4 on peut trouver une 
fonction gq de =2f2([— 1,1], 7), qui possède le développement (3). Ceci ne subsiste 
pas pour les dimensions plus grandes.

Le théorème suivant montre explicitement qu’il existe pour tous les 
dimensions 7 2 une fonction (et une seule) gq de =2f1([-1,11,7) avec le
développement désiré (3).

THÉORÈME 3.3. Soient gq: ]-l,l[ -> R, 7 è 2, une suite de fonctions 
définies par

1 1 1
.72(0 = —(tt - Arccosl)(l — Z2)2 - — t, 

71 2tt

g3(t) = 1 + /log(l ~0 + G -Iog2)/,

et ensuite par la formule de récursion (q è 2)

7? + 2(/) = 7 1 <7ç(/)+7 J qg(t)
(7 - 1 )2 7-I

7 + 1 ||ca?4-i|
7 + 2 ||cO(/ + 2|

(5)

Il est possible de prolonger gq à l'intervalle [-1,1], parce que gq a des 
valeurs limites aux points ±1. Plus précisément on a:
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(i) La valeur limite lim gq(t) existe et est finie pour g 1 2.
t ->-i '

(ii) La valeur limite limpff(f) est égale à — oo pour g è 3, tandis que
t-+i

liin 72(f) = — 1/2%. De plus on a 
t 1

lim(l - f)2(«-3) + e7?(f) = 0,
r> 1

pour tout £ > 0 .sz g è 3.
Les fonctions gq possèdent les propriétés suivantes:
(iii) La fonction gq: [-1,1] -> R U {- 00} est semi-continue supérieurement 

pour g è 3, et la fonction g2- [ - 1, 1 ] -> R est continue. On a de plus 
gq E C°°([- 1,1[) pozzr g 1 2.

(iv) La fonction gq(t)(\ - /2)'to~3) est intégrable sur [—1,1], donc gq G
^f1([ - 1, l],<j) pour g è 2. Pour g 3 un peu plus est valable, puisgu'en effet 
gq(P)(l - est intégrable sur [-1,1].

(v) Le développement de gq en série de polynômes de Legendre dans g 
dimensions est celui désiré ci-dessus (3).

Démonstration :
(a) Le théorème est vrai pour g2.
En effet 72 est bien définie et continue sur l’intervalle [-1,1] par la 

formule donnée, et 72(-l) = -72(E) = 1/2%. Trivialement 72 est indéfini­
ment dérivable dans ]— 1,11, alors il nous manque seulement le point -1. 
Dans l’intervalle [- 1,0] on a

172(f) = -(1 - f2> Arcsin(l - f2)i -%
1 f.

2%

Considérons la série entière de zzArcsinzz, valable pour u e [-1,1]

(-1/ 2---------U 
2p + 1 

p — 0

Le rayon de convergence est 1. 11 en découle que 

définit une fonction holomorphe dans l’ouvert

{( eC I |1 -CI < 1} 
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qui est borné d'un lemniscate aux points focaux —1 et 1. Ceci montre (pie 
f/2 peut se prolonger à une fonction holomorphe dans la partie gauche du 
lemniscate. Par conséquent <72 E 1, 1[), et <72 et toutes ses dérivées pos­
sèdent une valeur limite finie, quand / tend vers - 1.

Dans l’intervalle [0,1 | on a

1 1 , 1<72(0 = (1 t2)2---- (1 - /2)iArcsin(l — /2)a - /.
5T 2 71

Du raisonnement ci-dessus il résulte (pie (1 -/2)i Arcsin (1 - f2)i peut se 
prolonger à une fonction holomorphe dans la partie droite du lemniscate. 
De plus on voit facilement qu’on a, en posant g>(t) = (1 - /2)i,

limç/n)(7) = — 00 pour n â 1,
7->i

ce qui entraîne 
lim^g”)(t) = — 00 pour 7? 1.
t ->1

On sait que la fonction

_il /
<72(0(1 - l2) ’ = -(rc - Arccos 0 - (1 - f2) 2

71 2tt

est intégrable sur [—1,1].
Il nous reste de trouver le développement de g% en série de polynômes 

de Legendre dans deux dimensions. Le développement est donné par

où
1

«n / p„(2, 09'2(0(1 - /2) ’dt.
-1

Si on pose t = cos 0 pour 0 e [0,%], les calculs sont faciles parce que pZi(2, 
cos Ô) = cos(n9), et on trouve

donc

ao= l,ai = 0 et an
- 1

(71 - 1)(71 + 1)
pour 77 > 2,

00

Ar(2,7?)
(71-1)(77“+1)pn(2,t)

n = 2
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(6)

on a

71

1 /2%. Supposons que

où nous avons posé

Il est évident que

(7)
#'(0 =

Pn + 1(0 = (2n-

Qn(O = Pn(0

quand t -> 1. De plus on a

(1 - f2)n

où Pn et Qn-1 sont des polynômes de degré resp. g 
Pn(l) + 0.

Ceci s’obtient par récurrence sur n. Pour n = 1

ce qui montre le théorème pour g = 2. D’ailleurs ||coi|| / ||co2|| = 1/^, et 
N(2,n) = 2 pour n è 2.

Dans ce qui suit nous allons utiliser la représentation suivante:
Pour n 1 on a

n et g n — 1. En outre

ce qui montre l’assertion avec Pi(t) = -t/ji et Qo(O = 
l’assertion soit vrai pour un n; il en résulte que

(1 - f2)~-(% - Arccos t)Pn + i(t) + Qn(0

(1 - Z2)”“1

g3(t) - oo, (1 -Z)e 173(f) -> 0 pour tout e > 0

Par conséquent P« + i(l)
(b) Le théorème est vrai pour g^.
L’expression qui définit 73 peut être utilisée dans l’intervalle ]-oo, 1|, 

et y représente une fonction indéfiniment dérivable, donc

lim g^(t) existe et est finie pour tout n è 0.
t->-1

1)/Pn(Z) + (l -f2)/<(/),

+ (l-'2M-i(0 + 2(n-l)fQw_1(f).

= (2n - 1)Zjti(1) + 0, et l’assertion est démontrée.

^m + 1)(0 =

1
T* ------ ,

2 71

quand f -> 1.
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Il est facile à voir que 73(f) (1 - t2) 2 est intégrable sur [—1,1].
Le calcul du développement de 73 en série de polynômes de Legendre 

ordinaires est facilité par la formule de O. Rodrigues (cf. [15] p. 17)

P«(3J)
(- l)n
2nn !

t2)'1}-

Le développement de 73 est donné par

Nous allons utiliser l’intégration par parties n fois. Les termes

{(1 - /2)w}
t = 1

= -1
pour j = 0,1, • • •, il — 1

sont tous 0 d’après (7), car

t

est égal à (1 - f2)7 + 1 multiplié par un polynôme en l. Par conséquent on a

et un calcul facile découvre que

flo = L 01 = 0 et an
- 2

(n- l)(n + 2)
pour n 2,

donc 73 possède le développement désiré (3) pour 7 = 3. 
(c) Le théorème est vrai pour gq, q ü 4.
La formule de récursion (5) entraîne pour te |— 1,1[
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(8)

où a(g) doit être 2 si 7 est pair, et 3 si 7 est impair. Dans (8) on a aq e R 
et bg n > 0 pour n = 0,1, • • •, 4(7 — <*(7)). D'après ce que nous avons dé­
montré sur <72W)(O et 73W)(0> 011 v°it facilement en vertu de (8) que les as­
sertions (i), (ii), (iii) du théorème sont vrais pour q è 4, sauf peut-être la 
relation

lim(l - /)5<ç 3)4\7ç(0 = 0 pour e > 0,q 4. (9)
«-> 1

Si q est pair, il suffit selon (8) et l’identité lim<_>1^2(0 = -1/2% de 
montrer que

lim (1 - /)-(q 3) + f <72W> (0 = 0 pour £ > 0 et n = 1, • • • , 4(7 — 2). 
<->i

Utilisant (6), nous voyons que

Z1 _ M2«Z-3)+£,.(n)ZM _ + e (! -^r^^-ArCCOsOPnCO + Qn-lCO

ce (pii tend vers 0 quand f -> 1, parce que n g 4(7 - 2).
Si 7 est impair (donc 7 è 5) il suffit selon (8) de montrer que

lim(l - f)5<? 3) 4 E(t) = 0 pour £ > 0 et n = 0,1, • • •, 4(7 - 3).
t -> 1

Ceci est une conséquence immédiate de (7).
Choissisons £G ]ù,4[. Pour 7 è 4 nous écrivons

.7<z(0(l
/2U(?-4)_ ^(0(i-^tø’3)+€

(1 - t2y-+e

et d’après (9) le numérateur est une fonction continue sur l’intervalle | -1,1], 
Comme (1 - /2)“2_e est intégrable sur [- 1,1], on conclut que (iv) est valable.

11 nous reste seulement de démontrer que gq a le développement (3) 
pour 7 è 4. Cela va être démontré par récurrence sur 7 à l’aide de la for­
mule de récursion (5). Nous aurons besoin de plusieures formules entre 
les polynômes de Legendre de différents degrés et dimensions. Les voici:
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(a) (</-l)//w(7,0 = n(7î + (/- 2)/>„_1(7 + 2,0-

(/Î) (il + q - 2) (1 - t^Pn-A(l + 2,0 = <7 - 1 )/O-l<7. 0 - <7 - 1 )tPn(<J> 0-

(?) ^-1(7 + 2>0 = O + 7 ~ O W7 + 2>0 ~ <7 l)Pn + i(7’0-

(ô) (2n + 7)^n + i(7>0 = + 7 - !)/>» +2<7- 0 + (/J + 1)/O(7>0-

Os formules sont des cas particuliers des formules analogues pour les 
polynômes de Gcgcnbauer C^(0, puisque

/ . o\-lil + q - 6\ ] , 9.
/>»(</,/) -I n ) Ci” ’(0 (Cf. [15j p. 33).

On trouve ces formules analogues dans 114] p. 282 sous les numéros (4), 
(10), (3) et (8) dans le même ordre comme ci-dessus. Nous allons en déduire:

LEMME 3.4. La formule suivante est valable:

(7 - 1 )pn{q + 2,/) - (1 - (2)(pn(7 + 2-0 + ZK(7 + 2»0)

7 1 ((n + 7 - l)Pn(q,t) + (zî + l)At + 2(7-0)-
2 n + q

Démonstration: D’après (a) et (/?) on a

(1 -/2)/4(7 + 2>0 = /ïPn-1(7 + 2>0 vtpn(q + 2,t).

Si 011 multiplie ceci par t et additionne (1 — t2)pn(q + 2,/), on a

(1 - /2)<X(7 + 2>0 + fp'n(q + 2’0)

(n + 1)(1 - t2)pn(q + 2,0 + ntpn_1(q + 2,t)~ npn(q + 2,/).

Donc le membre gauche G de la formule désirée est égal à

G = (n + q - 1 )j%(7 4 2,0 - zî/pn_i(7 4- 2,/) - (n + 1)(1 - t2)pn(q + 2,/).

En vertu de (y) on a

- 2?/7jm_i(7 + 2,0 = (7 i)^« + i(7>0 <n + q - 1 >t2pn(q + 2,0-

Si on substitue ceci dans l’expression de G, on obtient

G = (q - 2)(1 - t2)pn(q 4- 2,0 + (7 - 1)//O+1(7. 0-

D’après (ß) avec n remplacé par n 4- 1 on voit (pie
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(n + q- 1)G = (q - 2)(g - l)pn(q,t) + (n + l)(g - \) tpn + i(q,t),

et en appliquant (d) sur le terme dernier, on trouve

(2/? + g)(n + g - 1)6 = (ti + g - 1)(t? + l)(g - l)/?»+2(g,0

+ <7 - 1)(7Z + 7 - i)2pn(q,t),

ce qui montre le lemme. /
Supposons que g possède le développement (3), c’est-à-dire

1 I- 1 si 71 + 1

(ln(q) = 9q(OPn(qJ)(l - = . (?1 - 1 ) (?1 + g - 1 )
-1 I () si 71 = 1.

Nous allons démontrer
1 I  7 + 1 si 71 + 1

ctn(q + 2) = j Vq + 2(t)pn(q + 2,t)(l - = (11 - 1 )(11 + q + 1)

_1 I 0 si il = 1.

D’après la formule de récursion (5) an(q + 2) est la somme des expressions 
An, ßn et C/j, ou

Bn q r ! \9<MPn(q + 2,0(1 -
7-1 ?

-1

1

7
7

+ 1 11 COn -f-111 L 1— - 9 \ tpn(q + 2,0(1 -
+ 2 ih+2|| V n

-1

0

7 + 1 
(7 + 2)2

si 71 + 1,

si 71 = 1.

Ce dernier est tiré des formules (11), (12) et (13) du chapitre 2. 
Soit n 0. L’intégration par parties dans Ao donne

1

(7 - 1 )2 J
-1

puisque
Mat.Fys.Medd.Dan.Vid.Selsk. 37, no. 6. 3

(10)

(11)
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[^(0(1 = 0. (12)

D’après (13) chapitre 2, et (10) on a

I »
Ao = q \gq(t)p2(q, t)(] -t2)^~^dt = -1.

7-1 ;

De la même manière on obtient

Bo =--------\gq(t)(po(q,t) - P2(q,t))(l - t2^ 3) (it = 2,

-1

done a0(q + 2) = Ao + Bq + Co = 1.
Soit n = 1. Des calculs analogues et faciles montrent que «i(g + 2) = 0. 
Soit n è 2. L’intégration par parties dans An montre d’après (12) que

1 cA„ = - 9 + #e(0(l - f2)B«-3){7(l - f2)pn(</+ 2J)
(q - 1)2,1

-1
+ z(! - t2)pn(q + 2,0 - (q - l)pn(q + 2,t)}dt, 

d’où
i

An + Bn = 9 \\gq(t)(l-t2)i^-^I)n(t)dt,
(g - O2 J

-1
où nous avons posé

Bn(0 = (g ~ 1 )Pn(q + 2,0 - (1 - VKPn(q + 2,t) + tp'n(q + 2,/)).

D’après le lemme 3.4 on sait que

Dn(t) = 9----((n + q - l)pn(q,t) + (n + l)pn + 2(q,t)),
2n + q

d’où
q + 1

An + Bn = ----- ——-------- -((n + g - l)an(g) + (n + l)an + 2(g)).
(g - l)(2n + g)

Si on utilise (10), on trouve
g + 1

An + Bn = - —-------
(n —l)(n + g + l) 
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et comme n è 2 entraîne Cn = O, il en résulte que

Cln(q + 2)
q + 1

(n - l)(n + 7 + 1)’

et le théorème 3.3 est complètement démontré. /
La fonction gq est le noyau de Green de l'opérateur D*, et elle est appelée 

le noyau sphérique dans q dimensions.
De la formule de récursion (5) nous pouvons tirer une expression directe 

de gq. Si q est pair, on trouve

[(.-T - Arccos 0(1 - /2)' 2 a*(l
k = 0

2 (? - 4)
t2yk + t 2 Mi - t2rk + cq

k = 1

et si q est impair, on trouve

.<7<z(0
(g - l)l|w<z-i|

llwÿll
l + Hog(l-0 + (g-3) 2 dkO-t)~k+eqt

k = 1

Evidemment on peut établir des formules de réclusions entre les coefficients 
paraissants. Nous préférons de donner les formules explicites pour gq dans 
les cas q = 2,3,4,5,6:

92( f ) = — {(n - Arccos 0(1 - f2)2 - 4 /}.
71

g3(t) = 1 + Hog(l - t) + (f - log2)f.
3

gi(t) = {(% - Arccos 0(1 -2t2)(l - f2)~ ? + 4/}. 
71

g5(t) = 3(1 + /log(l - 0) - (1 -0-1 + (?/- - 3 log2) t.
5

g$(t) = — {(ti - Arccos 0(8f4 — 12f2 + 3)(1 - t2)~2 - 01 - f2)-1 + V t}.
3%

§ 2. Quelques propriétés du noyau sphérique g

PROPOSITION 3.5. Le noyau sphérique gq remplit: 
(i) Pour tout a g Qq on a au sens des distributions

r t\\ h lix gllw«-ill t Dq{gq(a-^)} = ||w3-i||da----- -—va-y (13)

3*
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où öa désigne la mesure de Dirac au point a, i.e. la mesure de masse 1 concen­
trée dans a.

(ii) Dans l'intervalle ]- 1,11 le noyau gq satisfait à l'équation différentielle

,, , </(</ ~ 1 ) ll<*>tf-l||(1 -<2).'/,(0 -Cl-VI<l,(t) +Ci- ' (• (14)

Démonstration : (i) D’après 2.7 on sait que gq(a • ) e et selon les
théorèmes 2.12 et 3.3 son développement est donné par

7<z(« ’ O
Wç-l||

IMI
Par conséquent on a

00

5 (g - l)jV(g,n)
(n - l)(n + q - 1)

n = 2

Pn(q,d ■ £)

Dq{ff«(« • 0} ~
- 111

lltOffll
e 2 N(g,n)pn(g,a • £) 

n = 2

La mesure de Dirac ôa possède le développement

donc

1 °°
àa ~ -— 2 N(ç,7j)pn(g,a • £),

Ilft)(zll n = 0

. , Q -1
{.<?«(«■ 0} el ll<^5-l||<5a- .. .. a • £

£ IHII

ont le même développement, ce qui entraîne le résultat en vertu de 2.13. 
(ii) Par restriction à l’ouvert Ï2ç\{cz}, on déduit de (13) l’équation de 

distribution suivante

(</ - Oj^C«
- 1 )ll"<7 -ill £

s} — n n ‘ s,
ll<M

(!5)

car ôa induit la distribution 0 sur £2?\{a}. Cependant la fonction £ i-> gq(a-i-f 
est indéfiniment dérivable sur donc (15) est une équation ordinaire
entre des fonctions. Posons

£ = ta + (1 - D)2 q, où /ej—1,1[ et g g L?ç-i = {q g | a ■ q = 0}.

Alors gq(a-£) = gq(L) ne dépend pas de q, et (14) résulte de (4) de la proposi­
tion 2.6. /

LEMME 3.6. L'équation différentielle homogène sur /’intervalle ]— 1,1|



Nr. 6 37

c/2 <7-1 d
- t -

dt2 I-/2 dt
(16)

a deux solutions indépendantes I et telles (pie (f>2(t) = (1 - /2)à, tandis 
(pie pour q 3, on ait qq(t) -+ °° quand / -> ±1.

Démonstration: Dans le cas q = 2 on voit immédiatement que t et 922(f) 
= (1 — 72)à sont deux solutions indépendantes de (16). Dans le cas q è 3 
on sait que t et t

= f J u~2(l - u2)i(1_ff) du,

<0

où to^]O, 1[, sont deux solutions indépendantes de (16) sur ](), 1 [. Si on 
développe la fonction qu’on intègre en série entière, on trouve

« A(1 - <7)\(- i)w
^(/) =-i+à(/o)/+2 r -j2w, (i?)

w = i\ n ] In — l

où à(/o) est une constante dépendante de to- La série entière est convergente 
pour |/| < 1, donc la formule (17) donne une solution de (lß) sur tout 
l’intervalle ]- 1,1|. Puisque

A(! -_ (4O-3) + l)---G(g-3) + /1) a 1
\ n /2n — 1 nl(2n - 1) 2n - 1

on voit que yq(t) -> oo quand t -> ±1. /
A l’aide des solutions t et (pq(t) de (16) on sait trouver une formule 

explicite pour la solution gq de (14). On trouve

gq(D) = - —— )— Å ( s~2(l - ,s2)i(1_?) f u2(l - u2)’ (5_3) du | ds.
IHII J /

Les limites inférieures - 1 et aç des intégrales sont fixées par les demandes 
(pie gq soit régulière au point - 1 et que

i
J /<;<z(0(l - f2)2(ff“3)df = 0.

-1

Dans la théorie du potentiel sphérique nous aurons besoin de quelques 
lemmes sur gq.
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LEMME 3.7. Soient gq{t) = gq(- t) et hq(t) = gq(t) + gq(t) pour 
t e [-1,1]- Alors hq(T)lt est une fonction décroissante sur ](), 1[ pour q è 2.

Démonstration: Comme gq satisfait à l’équation différentielle (14), on 
voit que gq satisfait à

q(q — l)||co«-1||
(1 ~ /2)(.7«)"(0 - (<1 - + (7 - 1 ).7?(0 = h—7?-----------1

et par l’addition à (14), on obtient

(1 - t2)h'Q'(t} - (q - \)th'q(t) + (q - \)hq(t) = 0 pour £«=]—1,1[, 

d’où
(1 -/2)/i”(0 = (</- j pour îe|0,l|.

Il en découle:

Pour que h'q(t) soit décroissante sur ]0,l[, il faut et il suffit (pie 
hq(t)/t soit décroissante sur ]0, 1[.

Dans la même manière comme ci-dessus la formule de récursion (5) 
donne la formule suivante pour hq:

j (18)

d’où

hq + 2{t) = 7 1 th'(f) + q ' ^(Q
(<7~1)2 7-1

pour t G ]- 1, 1|,

pour fe]0,1[. (19)

Le lemme résulte maintenant par récurrence sur q. On trouve

ù2(0 (l-/2)i ù3(0
et 

t t t

qui sont décroissantes sur ]0,1|. D’après (18), (19) il est évident que la 
décroissance de hq(t)jt sur ]0,l[ entraîne celle de hq + 2(t)/t sur ](), 1[. /

LEMME 3.8. Le noyau sphérique gq vérifie

^(0lim̂̂ (2/2-1)
j 1
|25“3

si

si
7 = 2-
7 = 3.

Démonstration: Comme limf_>1(/2(0 = -1/2tc, l’assertion est évidente 
pour 7 = 2. Par contre, le lemme n’est pas évident pour q 3 parce que 
.7/0 - oo quand t -> 1.
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Si q est pair, q â 4, on a d apres (6)

lim(l —3) g%l} (t) =
t —> 1

lim(l - ^(<z-3)f/(«)(2/2 _ !) = 
t —> 1

En vertu de (8) on trouve

t^-i qq^t2 ~ 1 )

( 0 si 0 g n i(q - 4),

I %PM(1 ) si n = A(q ~ 2),

I 0 si 0 n 4(7 - 4), 
|%Pn(l)23~? si 71 = 4 (7-2).

_ 3
7rP„(l)23-’

Si 7 = 3 le lemme résulte d’un calcul simple.
Si 7 est impair, q è 5, on a d’après (7)

lim(l - t)4<« 3).73rt)(0 = 
t —> 1

lim(l - Z)2<«_3) ^n)(2/2 - 1) =
t-+i

0 si 0 â n â 4(7 - 5),
I - G? - 4)! si 71 = 4(7 - 3),

I 0 si 0 â 11 â 1(7 _ 5), 
I - G‘7 - |)!‘23_a si n = 4(g - 3).

Par consequent on a d’après (8)

lim
t-+ 1

ø«(0
7?(2t2-l)

-G7 - i)!
-(|7-4)!23-*

COROLLAIRE 3.9. Soit q è 2. Il existe deux constantes positives Aq et 
liq, et un tq E ]0, 1[ tels que

gq(t) + Aq è Bqgq(s) (20)
pour

{(ts) e [-l,l]2|(f â tq) V (t > tq \ S è 2/2-1)}.

Démonstration : Naturellement le corollaire dit seulement quelque chose 
d’intérêt quand q è 3, parce que 72 est continue sur l’intervalle [-1,1],

Soit q è 3. Nous savons que g^ (t) - 00, si 7? â 0, quand t -> 1, et
par conséquent gq(t) est négative et décroissante, dès que t est suffisamment 
voisin à 1. Soit Bq une constante telle que Bq > 29-3. D’après le lemme 
3.8 il existe un tq E ]0,1| tel que:
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(a) gq est décroissante et négative sur l’intervalle |2/^ - 1,1). 

(/?) Pour t E I tq, 11, on ait ---- —-------- < Bq.
9q(?t2 - 1 )

Comme gq est semi-continue supérieurement sur [-1,1] il existe un 4/ > 0 
tel ([ne

9q(t) 4/ pour /g [—1,1], (21)

et comme gq est continue sur [ - 1, f5] il existe un Aq > 0 tel (pie

9q(t) + Ag è MBg pour /e[ -1,/ÇJ. (22)

Nous allons démontrer que

+ Aq è Bqgq(s), 

pour toutes (/,.s) dans l’ensemble indiqué.
L’assertion est vrai pour t = .s = 1 parce que gq( 1 ) = - co.
Si t G ]/ff,l| et s è 2/2 — 1, on a d’après (a) et (ß)

gq(2t2 - 1) < 0 et > Bqgq(2t2 - 1) è Bqgq(s), 

et par conséquent
gq(t)+Aq > gq([) > Bqgq(s).

Enfin, si t g [ - 1, /e| et .s G [ - 1, 1 J, on a

Hq9q(s) = BqM (/?(/) + 4?,

en vertu de (21) et (22). /

Chapitre 4

LA THÉORIE DU POTENTIEL SPHÉRIQUE

§ 1. Fonctions harmoniques dans &q

Par fonctions harmoniques dans une variété de Riemann on entend le 
plus souvent les solutions f de l’équation de Laplace d*/’ = 0, où A* est 
l’opérateur de Laplace-Beltrami. Ce que nous allons appeler les fonctions 
harmoniques dans seront les solutions /'de l’équation

{A* + (q - l)}/‘ - 0,

autrement dit, les solutions /' de l’équation D*/’ = 0.
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Il est possible de caractériser les fonctions harmoniques par des pro­
priétés de moyenne. Nous préférons de commencer de cette manière.

Pour a E Qq et q g |0, g%| on pose

C(ci,q) = {£ G Qq I a • $ è cosp}, S(cz,o) = {£ 6 Qq I a • Ç = cosg},

et on appelle C(cz,p») et S(a,g) le disque sphérique et le cercle sphérique de 
centre a et de rayon sphérique q. Le disque sphérique C(cz,p>) porte la mesure 
Mq, et a la masse totale

i
m(e) = coff(C(7z,o)) = ||cos_i|| J (1 - (1)

COS Q

Le cercle sphérique S(a,@) est une sphère de dimension q — 2, de centre 
cz cos p et de rayon sino. Il porte la mesure de surface a0 donnée par

Elle a la masse totale ||coç_i|j sin® 2q.

Soient co un ouvert de et /’: co -> R une fonction continue, et soit 
C(cz,o) <= co pour un ^g]0,4tt[. Noterons .^Jfcz) la moyenne de /' sur le 
cercle sphérique S(a,g), i.e.

et poserons

^(«) = (||coe_i||sin® 2o) 1 | /(£)dffe(£), (3)
S (a, o')

\ f^)dMq^). (4)

C (a, o)

Donc ||coç-i||m(e) 1ts/^(a) est la moyenne de /' dans le disque sphérique 
C(a,q). Les expressions (3) et (4) gardent leurs sens, si /' est seulement 
semi-continue dans co. On voit que

1 (•^(cz) = \ /'(czcoso + ?/sino)dœç_i(>;), (5)
IK-1II ?

a ■ q = 0
et que

i e
^(a) = j (1 -/2)p<7-3)^Arccos^a)^ = 2 u^«(a) dfZ. (6)

cos p 0
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Dans les applications il est important d’observer qu’on peut considérer 
la moyenne comme une moyenne sur le groupe ()(q,a), le sous-
groupe des rotations de O(q) qui laissent a fixe.

Soit u la mesure de Haar normalisée sur le groupe compact 0(7//), et 
soit £ un point de SQi,g}. L’application ^(5(0,7)) -> R, donnée par

9? 1—> J ç>(A£)ttyz(A),

O(«,a)

est une mesure positive sur S(a,7). Cette mesure est invariante par rapport 
au groupe O(q,a), et a la masse totale 1. Done, elle satisfait aux conditions, 
qui caractérisent la mesure de surface normalisée cp ,^^(a) de S(a,g), et 
nous avons démontré le lemme suivant:

LEMME 4.1. Quels que soient aeûq, gE ]0,4%[, <?eS((z,o), pour toute 
(p E të(S(a,g)) on ait

j ■r(AS)<i/,(A)
O(q, a)

Evidemment ce lemme est valable non seulement pour les fonctions 
continues, mais aussi par exemple pour les fonctions semi-continues.

Soient /'e et g e ](), On désigne par la fonction a i—>
de Qq dans R. Elle est continue. Par / 1—> on définit un opérateur linéaire
continu dans Plus tard nous aurons besoin de savoir qu’il est symé­
trique; c’est-à-dire qu’on a:

LEMME 4.2. Soient f,g E et g E |(),A^|, alors

j f(Ç)J^(Ç)dœq(Ç).

Démonstration : Remarquons d’abord (pie si /’e ^(£?9), a E Qq, l’applica-
tion

1 f
7 = \ /’(£)dWe(£)

C(a,o)

est dérivable avec la dérivée continue

sin9-27^(a).
Ensuite posons

= {(s,7) E Q~q\^ ■ g 1 coso}.
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Grâce au théorème de Fubini pour la fonction

de Qq x Qq dans R, on obtient *

[(/’(£) f = f |.</(?/) I
-Qç c^.p) _Q„ C(/?,e)

Selon l’observation ci-dessus on peut dériver cette équation sous le signe 
d’intégration par rapport à q, donc

J/■(<?)sin<7_2^^(^)€/œff(s&) = J iq(r/)sinç_2a/#^(?/)dœç(?^),

D,

ce qui prouve le lemme. /
On voit sans difficultés que le lemme 4.2 est encore valable pour des 

fonctions semi-continues.
Il est important pour la théorie du potentiel sphérique d’avoir un théo­

rème qui montre que l)'q f(a) est déterminé par les moyennes -_/^(n). Voici 
un résultat très précis.

THÉORÈME 4.3. Soient co un ouvert de Qq, f 6 C2(a>). Pour tout point 
a G co, on a

2cos o
D*f(a) = lim -, Ç<^(a) - coso^o)),

p_>o sin2e J

uniformément dans a sur tout compact x de co.

Démonstration: Nous prolongeons f par homogénéité positive au cône 
ouvert KU) = {Â£ | Â > 0,£ g co} de base co et de sommet 0, i.e. nous définis-
sons f : Am -> R par f(^) = Âf(£).
Alors / g C2(Æft>).

Soit x un compact de co. Il existe un qo g ](), tel que pour q g qo, 

a Ex, on ait C(rz,o) Ç co. Posons

.1 = {(a,p) E Q2q \ a <E x, a ' p = ()}.

Grâce à la formule de Taylor, pour («,//) g A, q â Qo, on a

/'(acosQ + r/sino) — f (acoso) = 

df(acosp; z/siny) + |d2/(acos^>; r/sino) + isin2@a(a,?/,£),
(7)
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Alors

et

Pour i

1

(8)

où nous avons posé
1

(9)

1, • • •, q - 1 on a

Ôij

7-1’

a e x,
Si 

nous

/•>
\ oc(a,q,Q)d(oq-i(q). 

\
7] • a = 0

\ (q ■ Ei)d(og-i(q) = 0,
t

r) a = 0

donc, en formant la moyenne sur q-a = 0 dans (7), on obtient

On voit que ß(a,q) -+ 0 quand q -> 0, uniformément pour a e x.
La droite (zn | z e R) est décrite par {(0, •••,(), ,rff) | .rç e R}, et puisque 

\ (q-£i)(q • Eqïdwg-^q)
' t/
7] • a = 0

sin2p \ ' d2f . ny x' > (acosp) + 4sin2^(a,p),
2(7 - l)Z_^d.rf

i = 1

Q-l
\ df

df(acos7; ?/sino) = sino > (acosg)(q ■ Ej), 
Z—jàxi
i = 1

<7-1
d2/'

d2/ (acosg; î/sinp) = sin2g > (acosg)(r/ • Et)(q ■ Ej).
£ / V Xi (Jx j

i, j = 1

où a(a,7/,p) -> 0 quand q -> 0, uniformément pour (a,q) G A. Fixons 
et introduisons une base orthonormale ei, • • • ,Eq de Rf/ telle que a = 
le point x e K(0 possède les coordonnées .n,---,.rç dans cette base, 
écrivons . j

f(x) = - ‘ ■’ æff)-

pour Xq > 0, on conclut que

d2f d2f
-(ocosg) = (0,••-,0,cosg) = 0.

dx‘

Par conséquent (8) s’écrit

sin2p
- cospZ’(a) = zlç/’(ncosp) + 1, sin27/5(o, {?). (10)

7 2(7-0
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D’après (3) de la proposition 2.6 on a

dff/'(acosß) = q f(a) +----- ^*f(a),
COSQ COS O

et par suite

/■(«) +-^^/■(a)) + ^(aJø), (H)
g - 1 '

d’où
D*f(a) = 2C.°fQ - <x>sef(a)) - cosgßfa, g), ( 12)

snrp J

ce qui entraîne le théorème. /
Remarquons que le lemme 4.2 et le théorème 4.3 entraînent (5) de la 

proposition 2.6 avec Zl* remplacé par Dq, et par conséquent aussi (5) lui- 
même.

DÉFINITION: On dit quune fonction / : co -> R définie dans un ouvert co 
de Qq est harmonique dans co, si elle est continue, et si elle vérifie les conditions 
équivalentes:

(i) Pour tout C(a,g) £ co où g E ]0,4^[ on a
^Qf(a) = cos g f (a).

(ii) Pour tout C(a,g) £ co où on a
sina_1

= _ iJ q — 1

Que (i) entraîne (ii) résulte de la formule (6). Inversement si (ii) est 
remplit, et si a E co est fixe, on conclut que

o
~f(a) 

pour g E ]0,jpol. où o0 = supfø E J0,4<ï[ | C(a,g) £ co}, ce qui par dérivation 
entraîne (i).

PROPOSITION 4.4. Soit f une fonction harmonique dans l’ouvert co £ Qq. 

Alors f est indéfiniment dérivable dans co et I)*f(a) = 0 pour tout a e co.
La démonstration de l’énoncé fE C°°(co) se fait exactement comme dans 

la théorie classique, à l’aide de l’unité approchée (ç’Qeejo, i[ de &q- En vertu 
du théorème 4.3 il est évident que I)'q f(a} = 0 pour tout a e co.
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La théorie des fonctions harmoniques s’achève par la proposition in­
verse :

PROPOSITION 4.5. Soit w un ouvert de et soit f g C2(ca) une fonction 
telle que I)q f(a) = 0 pour tout a G a>. Alors f est harmonique dans a>.

Démonstration: Soit a G co et posons

po = supfo G ](), L-t[ I G(a,g) Ç f,j).

Soit (p : C(a,go)R la fonction définie dans l’intérieur de C(cz,po) par (cf. 
le lemme 4.1)

.^(j(a), si £+cz,o = Arccos(cz • £). 

f(a), si ê = a.

La fonction ç? est de la classe C2 dans l’ouvert G(a,go), et en vertu de (6) de 
la proposition 2.6 on a

1^(0 - J - J - 0. (13)

O(ç, a) O(ç, a)

En outre (p ne dépend que de t = a-£, c’est-à-dire <p est constante sur 
les cercles sphériques S(cz,p) où g < go.

(a) Soit q = 2. Nous paramétrisons C(cz,@o) par (cosp, sin@), g g ] - po, oo[, 
et considérons ep comme fonction de g. D’après (13) on a alors

</'(p)+ ?<{?) = °, ee|-eo,?o[, (14)

et puisque 95(0) = wÇ-Q) et ç?(0) = f(a), on obtient

Ç’(e) = f(a) cos g. (15)

(b) Soit q è 3. Utilisons la représentation paramétrique de G (a, (?o)\{cz} :

£ = ta + (1 — Z2)2 où t G ] cos@0,1 [, p • a = 0.

Alors d’après (13), et (4) de la proposition 2.6 on a

(! - /2)a,2 “ ~ + ~ = °’ 1 e Jeosoo, 11,ar2 dt

parce que (p ne dépend pas de p. Selon le lemme 3.6 il existe deux constantes 
À’i,À2 g R telles que

<?(£) = J /'(A£)c//z(.4)
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ç?(Q = k'lt + kz(fq(t), /eJcosooJl-

Quand t ■+ 1 on a qp(t) -> f(a), tandis que cpq(t) -> oo. Il en découle que 
Â'2 = 0, et que

99 (Q = /"(a)/, /G]cospo,l|- (16)

Les formules (15) et (16) s’expriment

.7Zj?(c/) = cosp/'(cc), pG]O,po[,

ce qui démontre la proposition. /
Soit ou un ouvert de Qq. On désigne par Kw le cône ouvert de base co et 

de sommet 0, i.e.
= {2£ I x > 0, £ g co}.

Une fonction / ' : co -> R se prolonge par homogénéité positive à la fonction 
/■ : Km -> R d onnée par

/W = W)-

Alors on a /'g Cp(co) si et seulement si / eCp(K(0) pour p = 0,1,’ 
et si /'g C2(co) on sait que

Z1 /(r£) = q L)qf(Jp) pour r > 0,£gco. 
r

Donc
>

<
0 dans co, si et seulement si Aqf

>

<
0 dans Kw. (17)

Résumons les résultats précédents dans le théorème suivant:

THÉORÈME 4.6. Soient co un ouvert de Qq, f E C™ (co>). Les propriétés 
suivantes sont équivalentes à l'harmonicité de f dans co:

(i) Pour tout C(a,g) ai où g G ](), 4rr[ on a
.^j(a) = cosgf(a).

(ii) Pour tout C(a,g) co où g G on a

(iii) Pour tout a E a> on a Dq f(a) = 0.

(iv) La fonction prolongée f est harmonique au sens classique dans Kœ.
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D’après le corollaire 2.15 les fonctions harmoniques dans tout Qq sont 
les fonctions H\ = {w£|a eRq}. Dans un ouvert différent de Qq il y a par 
contre plus de fonctions harmoniques que celles-ci. Par exemple dans 

- cz) on a la fonction harmonique £ i—> qq(a-Ç), où <pq est la solution 
du lemme 3.G.

Remarquons que les fonctions harmoniques dans un ouvert connexe co 
différent de satisfont aux axiomes de Al. Brelot [5] comme démontré 
par R. Al. Hervé [13]. Par conséquent on pourrait compléter la précédente 
par plusieurs théorèmes, par exemple par le principe du maximum.

§ 2. Fonctions sousharmoniqu.es dans Qq

DEFINITION: Soit co un ouvert de £2q. On dit qu'une fonction 
f : co -> R U {- œ) est sousharmonique dans co, si elle vérifie les conditions 
suivantes :

(i) Lez fonction f est semi-continue supérieurement.

(ii) La fonction f est localement coq-inté.qrable.

(iii) Pour tout C(a,q) co où q G ](), on a
cosqf(a) â .4^(/z).

On dit qu’une fonction f : co -> R U {oo} est surharmonique dans co, si 
-f est sousharmonique dans co. Donc, une fonction f:co -> R u {± est 
harmonique dans co, si et seulement si f est à la fois sousharmonique et 
surharmonique dans co.

Si /'est sousharmonique il résulte de (G) qu’on a pour tout C(a,q) Ç= co 
où q G ](),

sin

7

Si on supprime la condition (ii), on appelle f sousharmonique au sens 
large, et on montre — exactement comme chez Al. Brelot [6] p. 22 — qu’une 
fonction sousharmonique au sens large est ou bien localement coff-intégrable 
ou bien identique à - oo dans chaque composante connexe de co.

PROPOSITION 4.7. Soit co un ouvert de Qq, et soit f une fonction sous- 
harmonique dans co. Alors pour tout a G co on ci

= /(")■o^0smq q J
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Démonstration: Soient a G co, q g ](),-j%[. Nous savons que

COS O

tzyïu-w dt,

et par conséquent

donc

ni (g) cos g sin® 1o
||œ? -1|| " q - 1

m(o)

||tOg - 1||

(g - l)m(g) < 1
||coç -1 II sin3 ”1 g cosg

Soit k > f(a) è 0. Choisissons un ô < 1 tel que kô > f(a). Puisque f est se- 
micontinue supérieurement, il existe un e ]0, tel que C(a,go) co et 
/'(£) < kô pour tout ; e C(a,go)- Donc

pour tout g g oo, et par conséquent d’après (18)

(q — l)zn(o) Àd
—-----  . -, kô g â k,
11 <z>g-— 11 j sin® *0 cosg 

dès que q â go et cosg è ô. Puisque k > f(a) était arbitraire, la proposition 
est prouvée. Si /’(a) < 0 on procède pareillement. /

COROLLAIRE 4.8. Soient f et g deux fonctions sousharmoniques dans un 
ouvert (o de Qq. Si f et g sont égaux Wq-presque partout dans co, ils sont iden­
tiques dans co.

Ce corollaire sera très important dans la suite.
Nous allons démontrer un théorème sur les fonctions sousharmoniques 

correspondant au théorème 4.6 (pour la notation cf. ce théorème).

THÉORÈME 4.9. Soit co un ouvert de Qq, et soit f G C\co). Les conditions 
suivantes sont équivalentes:

(i) La fonction f est sousharmonique dans co.

(ii) Pour tout a G co on a D^ffa) è 0.

(iii) La fonction fest sousharmonique au sens classique dans K(l).
Mat.Fys.Medd.Dan.Vid.Selsk. 37, no. 6. 4
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Démonstration: De (17) on voit que (ii) est équivalent à (iii), et c’est 
une conséquence immédiate du théorème 4.3 que (i) entraîne (ii). Il n’est 
pas si facile de démontrer que (ii) entraîne (i). L’assertion est un cas par­
ticulier de la théorie générale, développée par R. M. Hervé [13], pour les 
solutions d’une équation 0/ + c/' è 0, où 0 est un opérateur différentiel du 
second ordre, de type elliptique, et où c est une constante. L’idée de la 
démonstration est d’utiliser le principe du maximum de E. Hopf, qui est 
valable quand c â 0. Dans le cas c > 0 (comme ici) il faut procéder autre­
ment, soit par un lemme de D. Gilbarg et J. Serrin (cf. [13] § 34).

Cependant, dans notre cas simple, une démonstration élémentaire se 
fait. Nous aurons besoin du principe du maximum pour les fonctions posi­
tivement homogènes et sousharmoniques dans RL

LEMME 4.10. Dans l’hyperplan ,vç = 1 de R7 on considère pour k > 0 
la boule . ,

Bk = L€R% = 1,2-^^ H, 
I / = i J

qui est la base du cône Ck = (âæ |z 1 0, x e Bk}. Soit F : Ck R une /'onction 
continue et positivement homogène. On suppose de plus F e C2(Ck) et AqF(x) è 0 
pour tout XE Ck- Si F â 0 sur la frontière du cône, alors F g () dans Ck.

Démonstration: Soit («i, • • •,««-!, 1) £ Dk- Nous posons

/■(ui, • • -,U9-1) = F(ui, • • ',Uq-i, 1),

alors /'est une fonction continue dans Bk, et fE C2(Bk)-
Il suffit de montrer f 0 dans Bk. Si x e Ck alors xq > 0, et grâce à 

l’homogénéité de F on a

(19)

Un calcul

A g b (.1’1 , • ’ ■ , .Tq)
X'

•rç-i
Xq

■rq-1

xÿ

facile montre
Q-1 .

5î = 1

)+2 ~ 9 f 
i,7=l 9
i * j

• ,q - \ , la formuleet si xq (20) se réduit à
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Nous sommes conduits à considérer l’opérateur différentiel L du second 
ordre dans Bk, donné par

9-1 
= 2 
ï, J = 1

d2
dm duj’

I 1 + U? si i = i. 
oii (iij =

I muj si i =^j.

L’opérateur L est de type elliptique, et nous savons que Lf 0 dans Bk- 
Le principe du maximum de E. Hopf (cf. [12] p. 86) valable pour entraîne 
l’impossibilité (l’un maximum sans constance au voisinage, et puisque 
/’ 0 sur la frontière de Bk, il en résulte (pie /’ g 0 dans Bk. /

Retournons à la démonstration du fait que (ii) entraîne (i) du théorème 4.9. 
Soient a G co, C(cz,@o) S «>• Nous allons démontrer que

cospo/Ca) J^(a).

Soit (p : C(a,Qo) -> R la fonction définie par

p f^#^(a) si £ + a, p = Arccos (a • £).y(f) - /■(Af)d/<(A) - /v .

0,L> 1 /(rt> Sl f ' "■
On voit que (p est continue dans C(a,Qo), de la classe C2 dans C'(cz,oo), et 
(pie D'q(p è 0 dans C(a,Qo) (cf. la proposition 4.5).

Soit ip : C(cz,oo) -> R définie par

= Ç5(ê)------^’(a).
cospo 1

Alors ip est continue dans C(a,^o) et ip g C2(C(cz,£o))- De plus on a ip = () 
sur la frontière de C(«,£o), et I)*xp = è 0 dans C(c/,oo), parce que a ■ Ç 
est harmonique dans C(a,Qo).

Soit ÿ) : KC(a „ > -> R la fonction définie dans le cône

^C(a,o0) = = 0,£ g C(a,po)}

par ÿ»(Â£) = x^(£). D’après (17) la fonction fp satisfait aux conditions du 
lemme 4.10 — ÿ est même nulle sur la frontière du cône — et on y conclut

<p(Ç) â —^^"(tt) pour tout £g C(ci,Qo'). 
COSQo f

Posant £ = a, on obtient l’inégalité désirée

cosQof(a) JtQf°(a). /
4*
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(Si on pose coso = a • f, on obtient

^(a) ^(a)
■ = 1 pour o E ](), go[,
coso cos go

i.e. l’application
-*?(<>)Q I—► 7

COS g

est croissante. Il n’est pas difficile d’étendre ce résultat à toute fonction 
sousharmonique.)

Remarque : Le théorème 4.9 reste valable pour toute fonction /': a> -> R U { — oo} 
semi-continue supérieurement et localement co?-intégrable, si on exprime 
la condition (ii) en disant que I)'Q f est une distribution positive.

Nous n’entrons pas dans la démonstration, parce que nous n’utiliserons 
pas cette extension du théorème 4.9 dans la suite.

§3. Potentiels sphériques

DEFINITION: Etant donnée une mesure positive p sur Qq, on appelle 
potentiel sphérique de p la /'onction = gq * p:Qq ->R U {- oo}. Pour tout 
£ g Qq on a

= h 1 nW
Q,

En vertu des propriétés de gq on a pour toute mesure positive p E ^//+(Qq):

(i) Le potentiel sphérique est semi-continu supérieurement. Dans deux 
dimensions (q = 2) il est meme continu.

(ii) Le potentiel sphérique S,ljl est indéfiniment dérivable dans le complémen­
taire du support de p.

(iii) Le potentiel sphérique S/l est ojq-intégrable, i.e. S/l e SP1(Qq). (Cf. la 
proposition 2.8.)

Nous allons démontrer un théorème sur la continuité d’un potentiel 
sphérique. Il est analogue au théorème dû à G. C. Evans et F. Vasilesco (cf. 
[6] p. 49) valable pour les potentiels classiques. Notre outil sera le corol­
laire 3.9, <pii nous permet de démontrer le lemme suivant.
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LEMME 4.11. Soient p une mesure positive sur i2q, x un compact de Qq 
contenant le support de p. Pour un Ç E Qq on choisit un p E x tel que

Arccos(<$-?/) = inf Arccos(£-er).
cf G xAlors

Demonstration: Soil o E x. Alors

Arccos(?7 • c) g Arccos(r/ • £) + Arccos(£ • er) g 2Arccos(£ • o).

Si Arccos(f • <r) 6 [0, alors l — • o G [0, 1| et

.s = p-o è cos(‘2Arccos(£• <r)) = 2t2 — 1.

Donc, d’après 3.9
(22)gq^-a) + Aq è Bqgq{p-cs).

Si Arccos(£• a) G ]Jtï,jt] alors t = £-og[—l,0[, done t = < tq (tq du
corollaire 3.9), et par conséquent (22) subsiste encore. Puisque (22) est 
valable pour tout a g x, on obtient

d’où

THEOREME 4.12. Soient p une mesure positive sur Qq, x = supp(/f) 
son support compact. Soit P: x -> R U {- oo} la restriction de S^ à x.

Si P est continue en un point êo e x, alors S^ est continue en £o-

Le théorème est sans intérêt pour q = 2, parce que tout potentiel sphé­
rique sur Q2 est continu.

Démonstration: Soit q à 3, et soit P continue en E x. Implicitement 
P(êo) = S/Z(fo) est fini, c’est-à-dire gq(lpp ) est ^-intégrable. On en déduit
que

{êo} est p-négligeable,

car il existe une constante k telle que gq + k g 0 sur [-1,1], d’où

gq(JïQ ■ r/) + k g - nl/£\(r/) pour tout n G N, 
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parce que <7?(1) = —oo. Par conséquent on a

J •>/)<//<(^) + A'|l/dl = -n^({^o}) pour lout neN, 

ß,

ce qui entraîne //({£o}) = 0.
Soit 13 un disque sphérique ouvert quelconque de centre £o, alors on a

° et (23)
B B

quand le rayon sphérique de 13 tend vers zéro. 
Soient //b et /icb les mesures induites par ti sur 13 et sur C13 = 425\B.

Alors (23) s’exprime

S/Z"(êo) - 0 et Infill - 0, (24)

quand le rayon sphérique de 13 tend vers zéro.
Soit s > 0, et choisissons 13 suffisamment petit pour que

|S/z"(êo)l < e et < e. (25)

Le potentiel sphérique S1“'* est continu dans 13. Puisque

= Sll'! + ,

l’hypothèse entraîne la continuité en £o de la restriction de à x, donc 
il existe un oo G ]0,4^[ tel que

|S/7/,(f)| < 2e pour tout £eC(£o,£o) A (26)

A tord Ç e on choisit r] e k tel que

Arccos(£ • r/) = inf Arccos(£ ■ cr).
(J EE X

Alors £eC(£oJj?o) entraîne r/e C(£o > £>o), et par conséquent on trouve 
d’après 4.11

^"(f) 6 BsS“»(f/) - A, iL"Sll|i a - „ ‘4’ J. (27)

Puisque Sfl,‘ est semi-continue supérieurement en fo, il existe un qi 

tel que
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Sf,"(Ç) < S^fåf) + £ < 2e pour tout £gC(£o,{?i). (28)

En somme nous avons démontré:
Quel que soit e > 0, il existe un disque sphérique ouvert 13 de centre £o, 

et un Qo G ]0,4?r[ tels que Ç G C (£o,(?o) entraîne |.$“"(£)| <
Par suite pour £ g C(£o,Qo) on a

|^(£)-^(êo)| â |S^(£)-S^(£0)| + |N^(OI + |S^(£o)l < e, 
si

is/^(e)-s^(^o)i < h.

ce qui est remplit dans un voisinage de £o- La continuité de S** en £o est 
démontrée. /

COROLLAIRE 4.13. Soient a G Qq, q g ]0,4^l et ab la mesure de surface 
ordinaire sur le cercle sphérique S(a,q). Alors le potentiel sphérique S°e est 
continu sur Qq.

Démonstration : Nous supposons q è 3. La mesure ap est invariante par 
rapport au groupe ()(q,a) (cf. le lemme 4.1), ce qui montre la constance 
de S°e sur S(a,q). Cette constante est finie parce que

,7?(/)(l-/2)L?-4)

est intégrable sur [ -1,1] d’après 3.3. La restriction de Sae à S(a, q) est par 
conséquent continue en tout point de S(a,o), ce qui entraîne la continuité 
de Sao. I

Le noyau sphérique y i--*-gq(Ç • rf) est surharmonique dans l’ouvert 
{r/eß?|£- g > 0} et sousharmonique dans l’ouvert {r/eQq\^-g < 0} en 
vertu de 3.5 et de 4.9.

Le noyau classique ÿi-+ — ||.r - y||2-3 est sousharmonique dans tout 
l’espace R7.

A cause de cette différence un potentiel sphérique n’est pas nécessaire­
ment sousharmonique, mais nous allons démontrer que cette défaut dis­
paraît, si on considère seulement des mesures positives admettant 0 pour 
barycentre.

LEMME 4.14. Pour tout q g ]0,^%[ il existe une constante réelle ko telle 
que pour tout a,£ G Qq, on ait

(£•)(«)“ cos Q9q‘a) = ‘

Démonstration: (a) Soit q = 2. Ecrivons a = e x et £ = eicp où a,(p G [0, 2tt[. 
Alors a-Ç = cos (a - 99). Le membre gauche de l’inégalité cherchée est
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i^2(cos(a - ç? + p)) + i<72(cos(a - 9? - p)) cos o 72 (cos(a 99)),

et en utilisant la formule
1

72(cosÖ) = - ((tt — 0)sin 0 IcosØ)

on le réduit sans peine à
o sin p

- - cos (a - 9 ),
71

considérons

Elle ne dépend que de a-Ç. Puisqu’on a

. t

(i ■ £ et considérons la fonc­

ée (pii démontre l’inégalité, étant une égalité avec

nous savons (pie fs est une fonction continue 
dérivable dans ] — 1, .s| et ]s, 1[, et là satisfaisant

(b) Soit 7 è 3. Pour des a e Qq et q e ]0, ’ -~r| fixes, nous 
la fonction de dans R donnée par

£ : ■ )(a)-

en vertu de 3.5.
Par conséquent, si nous posons .$• = cosp, / 

tion fs : |— 1, 1 I -> R donnée par 

dans I 1, 11, indéfiniment
à

on conclut (pie la fonction considérée est continue dans Qq, indéfiniment 
dérivable dans Qq\S(a, o), et là satisfaisant à

... , , sin2-9p C

S S

5 (a. {?)
— (jI\(JOQ _ i|| COS O

" a(^•’/)^ore('0) =
*

5(a,0)

/") = 7T“ = sin2 qoSao(^,

S(a, o)

p sin o
= -

7t
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,, i — <i((i — 1 )llw« - ills
(1 - Z2)/', (f) - O 1 )//,(/) +(9-I )/;</) = „ - '• (29)

D’après 3.7 on sait (pic - sgq(f) et sgq(t) sont des solutions de (29) dans 
]-l,l|, done Lous les solutions de (29) sont données d’une part comme

- s(/ç(t) + ci I + C2<M0- ci,c2eR, (30)

d’autre part comme

•s.7«(0 + / + d29??(/), (/i,(/2eR, (31)

où (fq est la solution du lemme 3.6. Par conséquent il existe des constantes 
ci, c2, di, dz, G R telles que

/s(/) = - sgq(t) + at + c2(pq(t) pour t g ]s, 1 [ , (32)

fs(t) = sgq(t) + (ht + d2(]Pq(t) pour /e|-l,s[. (33)

Faisant t -+■ 1 dans (32) et t — 1 dans (33), nous concluons c2 = dz = 0 
d’après les propriétés de fs, gq et ç?ç. Faisant t -> s, nous obtenons

donc
A (s) = -sgq(s) + Cl s = sgq(s) + (h s,

ci - di = gq(s) + f/ç(.s-) = ùç(.s-)

-1

avec la notation de 3.7, et il en résulte que

h(t) - sgq(t)
1 (ht + thq(s) - shq(t) pour .S 1,

- 1 g t g S,

j (34)
1 dit pour

oil
i

AO) 1 &>ç-2 i
(/1 = - gQ(s)S

■- W2 + (i
■s- K-i ?

S2)ô)(l 02)|(«-4) ({() <7« O)-

La formule (34) montre le lemme avec k0 = (h, s = coso et l = a-Ç, parce 
que (I s t entraîne thq(s) — shq(t) è 0 en vertu du lemme 3.7. /

THEOREME 4.15. Soit p une mesure positive sur Qq admettant 0 pour 
bargcentre. Alors on a:

(i) Le potentiel sphérique S/l de p est sousharmonique dans Qq, harmonique 
dans le complémentaire du support de p.

(ii) Au sens de distribution on a l)qSfl = p.
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Démonstration : (i) Pour établir la sousharmonicité de Sfl il reste à mon­
trer la condition (iii) de la définition. Soient a E Qq, o E | 0, |;r[. Grâce au thé 
orème de Fubini on a

•^^(«) = ,,

Å
el par suite

- cosoS-"(n) = )(<') cos •«)}(?//(£)
!iw<7-i||,'

-Q.,

1 - \ (vÇ(l/i(Ç) = 0,
||co<z —1|| ?

D,

à cause du lemme 4.14. Nous avons déjà observé (pie

Sfi E C°°(ï2ç\supp (//.)),

et si £ G £?ff\supp(//) on trouve

\ •;/)}(//((/;) = , \ = 0,

supp (//) supp (/O

ce qui par 4.6 entraîne l’harmonicité de S^ dans le complémentaire du 
support de /i.

(ii) Soit /< ~ 2,n = o^n ‘e développement de p en série de fonctions sphé­
riques. Le barycentre de // est 0 si et seulement si Si = 0. D’après 2.12, 2.14 
on sait que D'q Sfl = D'q(gq * fD) a le développement So + égal à celui
de fi, donc /< = D'q Slt. /

La proposition suivante est une généralisation du théorème 4.9.

PROPOSITION 4.16. Soit 71 E ^'(Î2q) une distribution sur Qq. Les con­
ditions suivantes sont équivalentes:

(i) La distribution DqT est positive.

(ii) La distribution 7’ est une fonction sousharmo nique.

Démonstration: Nous montrons d’abord (pie (i) entraîne (ii). D’après 
2.3 on sait que Dq T est une mesure positive, posons p = l)'q T. Soit 7’~ = 0Sn
le développement de la distribution T en série de fonctions sphériques. 
Alors /( a le développement
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Dans ce développement le terme avec n = 1 est égal à 0, donc // admet 0 
pour barycentre. Par conséquent le potentiel sphérique S'* de // est sous- 
harmonique dans et comme Si est harmonique, Sfl + Si est de même 
sousharmonique dans Qq. Puisque S1" + Si a le même développement comme 
T, on sait que T est égal à la distribution définie par S^ + Si, i.e. T est une 
fonction sousharmonique dans Qq.

Ensuite, soit 7' une fonction sousharmonique dans Qq. Nous allons 
démontrer que 79*7’ è 0. Si T est de la classe C2, l’assertion est déjà prouvée 
(4.9). Dans le cas général nous nous servirons du procédé de la régularisa­
tion du chapitre 2. Soit (ç’eXgjo, i[ une unité approchée de Qq, alors nous 
avons pour tout a e Qq, q e ]0,4n[

car, grâce au théorème de Fubini on a

(35)

ß, S (a, o)

et à l’aide du lemme 4.2 on conclut

La formule (35) entraîne la sousharmonicité dans Qq de la régularisée
(fe * T, parce que

IK-ill,’
.0,

Q;

> coso T(vf)dwq(?i) = COS Q(f)£ * 
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Comme (pE * T e C°°(ß?) nous savons que D„((pe*T) è 0, el en faisant 
E -+ 0, nous obtenons que D* T è 0. /

Voici le théorème analogue au théorème de représentation de F. Riesz 
dans la théorie du potentiel classique.

THEOREME 4.17. Quel que soit la /'onction sousharmonique f dans Qq, 
il existe une représentation de f et une seule comme

f(f) - S1'(S) • h(f), fefl,.

où Sfl est le potentiel sphérique d'une mesure positive y admettant 0 pour 
barycentre, et h est une fonction harmonique dans Qq.

La mesure y est appelée la mesure associée à f, et on a y = I)*f au sens 
de distribution.

La fonction h est appelée la fonction harmonique associée à f, et on a 
h(Ç) = où é?(f) est le point de R'z déterminé par l'intégrale vectorielle

&XD = V^Vlf^QdMqÇrQ.
Ira

D,

On en conclut que f est le potentiel sphérique d’une mesure positive admet­
tant 0 pour barycentre si et seulement si &\f} = 0, et que f est harmonique 
si et seulement si la mesure associée est la mesure nulle.

Démonstration: Soit f= Sfl + h une représentation avec les propriétés 
désirées. D’après 4.6 et 4.15 on a donc

/>*/■ - - D*h - /,,

ce qui montre l’unicité de la représentation.
L’existence s’établit ainsi: D’après 4.16 on sait que y =- D*f est une 

mesure positive admettant 0 pour barycentre. Soit /‘~ 2n = (Â 1° dévelop­
pement de /’ en série de fonctions sphériques. Alors on a

Ni(ê) = ^^~T.-\pi(q,^q)f(q)da)q(rf) = ^(f)-^,
IKll ?

-Qv
où nous avons posé

= h q Àbf(y)d(t)<i(di)-
IM| J

-Q.,
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La fonction Si(f) est harmonique, et on voit que / et + Si possèdent le 
même développement en série de fonctions sphériques. Donc f et Sfl + Si 
sont égaux co?-presque partout, et tous les deux sont des fonctions sous- 
harmoniques. En vertu du corollaire 4.8 on conclut que f est identique à 
S^ + Si. /

COROLLAIRE 4.18. Les applications f i—► I)qf et p -+Sfl établissent une 
correspondance biunivoque entre les fonctions sousharmo niques f satisfaisant à 
&\f) = 0, et les mesures positives p de barycentre à l'origine.

Chapitre 5

CORPS CONVEXES ET POTENTIELS SPHÉRIQUES

Nous allons expliquer la liaison entre la théorie du potentiel sphérique 
et la théorie des corps convexes.

THÉORÈME 5.1. La fonction d'appui hx d'un corps convexe quelconque 
K G est une fonction sousharmonique dans Qq.

La mesure associée à hx est égale à la première mesure de surface de K, i.e.

Dghx = pi(K) ou {A* + (q - l)}hK = (q ~ i)pi(K) (1)

au sens des distributions.
La fonction harmonique associée à hx est la fonction i--> • f où

^(A) = éT’Çhx) est le point de Steiner de K donné par

\ yhx(p)dcüq(r/). (2)
Kll

Q,

Nous avons la représentation suivante:

hK(^) = \gq(^-r])dpi(K)(ri) + ^(A)-f, pour £ g (3)
\\<Oq- 1|| p

Démonstration: Soient a G Qq, o G ]0, et soit

r]EQq-l_, OÙ Qq-l = {£ G | U’ % = ()}.

La convexité et l’homogénéité positive de hx montrent que

cosohx(a) â ^hx(acoSQ + r/sinq) + l,hx(acoso >/sino).
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Formant la moyenne en y sur Qq-i, on obtient

cosphK(a) g = -<^.(u),

donc, h K est sousharmonique dans Qq.
Si K G ^q est un corps convexe lisse, nous savons d’après (10) chapitre 

2 (pie la mesure associée à hx est égale à //i(A).
Soit K e tfq un corps convexe quelconque. Il existe une suite Kn e fâq 

de corps convexes lisses telle que Kn K dans tøq, donc hx„ Ak dans 
^(Qq). Il en découle que hx„ -> hx faiblement au sens des distributions 
(i.e. dans ^'(P9)), et par conséquent Dqhx„ -* D"qhx dans !&'(Qq). D’après 
1.2 on sait que //i(Ara) ->■ //i(A) dans <^(Qq), et en particulier /p(Aw) -> //i(A) 
dans ^'(Ï2ff). Puisque Dqhx„ = pi(Kn'), il en découle que Dqhx = /<1(A) au 
sens des distributions.

Le théorème de représentation 4.17 finit la démonstration. /

THÉORÈME 5.2. Deux corps convexes K,L g %q ont la meme première 
mesure de surface, si et seulement si l’un résulte de l’autre par une translation.

Ce théorème - d’ailleurs bien connu - est une conséquence immédiate 
du théorème 5.1 combiné avec les observations du chapitre 1. Le théorème 
remonte à E. B. Christolfel pour des corps convexes lisses dans l’espace de 
trois dimensions. De plus il est un cas particulier d’un théorème dû à 
A. D. Aleksandrov [2], et à W. Fenchel et B. Jessen |7|.

Remarquons que nous n’avons pas supposé la dimension de A et A au 
moins 2, comme fait dans [7|. Cependant, cette extension n’est pas profonde.

THÉORÈME 5.3. Pour qu’une mesure positive p sur la sphère unité Dq 
soit la première mesure de surface d’un corps convexe, il faut et il suffit qu’elle 
satisfasse aux conditions suivantes:

(i) La mesure p admet (1 pour barycentre.

(ii) Le potentiel sphérique de p est une fonction d’appui sur Qq.

Démonstration: Les conditions sont nécessaires; la condition (i) en vertu 
de 1.2 et la condition (ii) en vertu de 5.1.

Pour montrer qu’elles sont suffisantes, remarquons que Sfl, étant une 
fonction d’appui, détermine un corps convexe A et un seul tel que hx = S^. 
La première mesure de surface //i(A) de A est alors

//i(A) = Dqhx = DqS/l = p

en vertu de 5.1 et 4.15. /
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On voit facilement qu’il y a identité entre les fondions d’appui sur 
et les fonctions sousharmoniques dans 4L. La condition (ii) est par consé­
quent vide quand q = 2.

D’après les théorèmes 5.2 et 5.3 l’application //i établit une correspon­
dance biunivoque entre l’ensemble des corps convexes dont le point de 
Steiner est à l’origine et l’ensemble & des mesures positives sur Qq satis­
faisant à (i) et (ii). Cette correspondance est additive et positivement homo­
gène, et de plus on a:

THEOREME 5.4. L'application pi : K - & est un homéomorphisme, et 
& est un cône connexe fermé de

Démonstration: Puisque pi est continue et positivement homogène, il 
suffit de démontrer (pie l’ensemble

- {Æe«'s|||/«(Æ)|| - 1}
est compact.

On voit immédiatement que jaZ est fermé dans tøq.
Pour tout K e jaZ et tout point a e K, le segment [0,u] est contenu dans A’ 

parce que 0 = éT’(K') e K. Alors

IL«i([O, a])|| ||/zi(Æ)|! = 1
Comme 

on voit que j|a| et par conséquent jaZ est borné. Le théorème de sélection de 
Blaschke fournil la compacité de jsZ. /

Soient K e ^q un corps convexe, pp(IC), p = 1, • • •, q - 1, ses mesures de 
surface. Les mesures pi(K) et -i(A') sont caractérisées par leurs potentiels 
sphériques, étant resp. des fonctions d’appui et des fonctions sousharmo­
niques. Nous croyons (pi’il serait fertile de chercher la caractérisation des 
mesures p (K), p = 2, , q 2, par leurs potentiels sphériques
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Synopsis
The energy levels of 161Er, 183Er, 185Er, 187Er, 189Er and 171Er have been investigated by 

means of (d,p) and (d,f) reactions on the stable erbium isotopes. The deuteron energy was 12.1 
MeV and the charged reaction products were analyzed in a magnetic spectrograph at 60°, 90°, 
and 125°. A total of 16 different Nilsson orbitals or components thereof were identified on the 
basis of the intensity patterns for the rotational states, the absolute cross sections, and the rate 
of intensity change with angle. For the majority of the orbitals, the observations are in reason­
able agreement with the theoretical predictions based on the single-particle functions in a de­
formed potential. A few of the observed intensities do, however, deviate considerably from the 
theoretical intensities. Among the reasons for such deviations are the crossing of energy levels 
from different oscillator shells and couplings to other single-particle states or collective vibra­
tions, but for a number of cases no obvious explanation has yet been found.

PRINTED IN DENMARK
BIANCO LUNOS BOGTRYKKERI A/S



1. Introduction

he present study of the energy levels in the odd erbium isotopes by
1 means of neutron stripping and pick-up reactions is a continuation of 

earlier investigations of the energy levels in odd gadolinium1) and ytterbium21 
nuclei.

The main motivation for this type of experiments is the possibility it offers 
for a systematic localization of a large number of neutron single-particle 
states. At the same time, the amplitudes of certain components of the wave 
functions are obtained from the observed single-particle transfer cross sec­
tions. The interpretation of the cross sections is based on relatively few as­
sumptions about the nuclear reaction mechanism and has been tested in a 
large number of cases.

A complex structure of the wave function of the excited nuclear states often 
complicates the analysis of the transfer reaction data and, although there has 
been little reason to doubt the single-nucleon nature of the (d,p) and (d, t) 
reaction studies, there are also in the present work several examples of 
observations, which cannot be accounted for in a satisfactory manner.

Among the phenomena which limit the applicability of the single-nucleon 
description is the particle coupling to the various collective vibrational 
modes. Examples of such couplings have been discussed in earlier 
papers1’ 2), especially in connection with the gamma vibrational states. The 
even erbium nuclei have low-lying vibrations, which are connected with 
the ground states by large E2 matrix elements. These and other collective 
states in the even nuclei have been studied by means of the (d, d’) reaction31, 
actually on the basis of the charged particle spectra of which the proton 
and triton parts are analyzed here. The well-developed gamma vibrational 
states in the erbium nuclei offer a possibility for the study of the particle­
vibration coupling in deformed nuclei. Most of the cases investigated up to 
now have been characterized by relatively weak collective states, and it is 
an interesting problem whether the large single-particle amplitudes in the 
vibrational states1’ 21 in the odd nuclei are also observed when the vibrations 
are strongly collective.

1*
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Probably, the Coriolis coupling between rotational bands differing one 
unit in the angular momentum projection, K, is the most important and well 
understood phenomenon, which gives rise to intermixing of the one-particle 
wave functions. The Coriolis coupling is obviously responsible for a large 
fraction of the observed departures from the simple theoretical intensity 
distributions for the one-nucleon transfer reactions. However, only in a few 
cases has the material available been subject to a detailed analysis of such 
effects.

The coupling between single-particle states with N = 4 and N = 6 was 
found to be of major importance for several spectra of the gadolinium 
nuclei. The single-particle states in question also occur as relatively low- 
lying levels in the erbium nuclei and thus permit a further study of this 
type of coupling.

The experimental methods are closely the same as those used before1’ 2). 
The beam of 12.1 MeV deuterons was obtained from the Niels Bohr Institute’s 
tandem accelerator, and the charged reaction products were analyzed in a 
high-resolution magnetic spectrograph with photographic plate recording. 
The targets for the investigations were ~ 40 /vg/cm2 layers of the relevant 
isotope directly deposited on ~ 40 //g/cm2 carbon foils in the electromagnetic 
isotope separator at the University of Aarhus.

The absolute spectroscopic factors obtained from the (d,p) and (d,/) 
cross sections depend in a critical manner on the nuclear optical parameters 
used for the reaction calculations by means of the distorted wave Born 
approximation (DWBA) method. It has been the general philosophy followed 
in the earlier investigations first to select a set of reasonable potentials and, 
then, to use these potentials throughout. In this way, no optimum adjust­
ment to angular distribution data is obtained, but, on the other hand, the 
important comparison of spectroscopic factors for the different nuclei is 
facilitated. Moreover, the limitations of the fixed potentials are not easily 
realized, as there is a lack of detailed angular distribution data. Unfor­
tunately, the deuteron potential selected originally2) was somewhat shallow 
compared to the standard potential of Perey4); nevertheless, it gave satis­
factory results for the (d,t) angular distributions with minor adjustments 
of the triton parameters5). Also the (d,p) angular distributions were satis­
factory, although little experimental material was available for compari­
son6’ 7). When the same parameters were used for the Er nuclei, the calcu­
lated angular distributions for the (d,/) reactions were essentially unchanged, 
but the (d,p) distributions—especially for even /-values— showed pronounced 
oscillations, which have not been observed experimentally in the few cases 
investigated. No (d,p) distribution for even / has been measured in Er, but
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The optical model parameters used for the calculation are those listed in Table 1 of ref. 1, 
which also defines the DWBA cross section 07(6)-

Table 1. The DWBA single-particle cross sections az(90°) for (d,t) and 
(d,p) reactions.

<ro(9O°) ct2(90°) <t4(90°) <Ti(90°) <73(90°) <t6(90°) cto(9O°) <t2(90°) <71(90°) <t6(90°)

Reaction N = 4 A = 4 N =4 N = 5 N = 5 A = 5 N = 6 A = 6 N = 6 N = 6
fib/sr /ib/sr /ib/sr /Lib/sr fib/sr fib/sr ftb/sr /.ib /sr /ib/sr fib/sr

(d,t)
Q = -2
MeV
(d,P)

214 120 23.4 251 88.4 13.7 372 222 58.5 6.4

Q = 3
MeV

500 195 26.5 580 365 102 15.5

it seems unlikely that the experimental distributions should show oscilla­
tions as pronounced as those calculated. Somewhat arbitrarily, a smooth 
curve was drawn to reproduce the main trends in the calculated distribu­
tions. This procedure found some justification in the fact that a calculation 
based on the standard deuteron parameters considerably reduces the oscil­
lations without significant changes in the absolute cross sections. Obviously, 
this point needs clarification; however, in order to be consistent with earlier 
spectroscopic factor calculations, the above-mentioned averaging procedure 
was used. The DWBA single-particle cross sections <7Z(0) (defined as in ref.1)) 
for the reference Q-values + 3 MeV for (d,p) and —2 MeV for (d,f) are 
listed in Table 1.

2. Results and Discussion

In Figs. 1-10 a spectrum is shown for each of the ten different transfer 
reactions possible with the stable targets 162Er, 164Er, 166Er, 168Er, and 170Er. 
The level energies obtained as averages of the determinations at three dif­
ferent angles are listed in Tables 2-7, which also contain the measured dif­
ferential cross sections and the suggested Nilsson assignments for some of 
the levels. The basis for these assignments will be discussed in detail in the 
following sections.

2.1. Q-values

The identification of the ground-state group did not cause any problems, 
except in the case of 167Er where the ground-state group was weak. The 
ground-state Q-values were therefore based on an excitation energy of
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EXCITATION ENERGY (keV)

1000 800 600 400 200 0

Fig. 1. Triton spectrum for the reaction 162Er(d, /)161Er 0 = 125°.

79 keV for the well-known 9/2 7/2+ [633] state. The final Q-values, correc­
ted for small effects from partial magnetic saturation of the spectrograph 
iron, are given in Table 8, which also lists the neutron separation energies 
derived from the Q-values.

2.2. General Features of the Spectra

The (d, /) spectra were scanned from the ground state to the position 
of the elastic deuteron group. In the heaviest isotopes, this corresponds to a 
region of excitation of about 2 MeV, in the lightest to about 800 keV. The 
energy resolution in the (d,f) spectra was about 6 keV, which in most cases 
was sufficient to ensure well-separated groups. The (d,p) spectra were scan­
ned up to 2 MeV of excitation. Because of the high proton energy (15 MeV) 
and the lower spectrograph dispersion at the smaller radii of curvature at 
which the proton spectra were recorded, the energy resolution was only
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DISTANCE ALONG PLATE (cm)
Fig. 2. Triton spectrum for the reaction 164Er(d, ()163Er 0 = 125°.

EXCITATION ENERGY (keV)

about 12 keV. At higher energy of excitation, this was insufficient to ensure 
complete separation of the proton groups.

The density of levels populated by the transfer reactions shows a mod­
erate increase with excitation energy. Especially for the lighter isotopes, the 
number of levels populated by the (d,p) reaction is quite large in the region 
above 1 MeV of excitation. In the same region, the intensities tend to be 
more evenly distributed, so that the spectra lack easily recognizable patterns 
(compare, e.g. Fig. 3 and Fig. 10).

The level schemes Figs. 12-17 show that, in general, it has been possible 
to make rather definite assignments for most of the levels below 1 MeV 
although, in the lighter isotopes, also some of the lower levels remain un­
assigned. Already here it should, however, be stressed that the assignments 
only imply that a sizable fraction of the total single-particle strength of a 
given Nilsson orbital is found at the positions indicated.

In the earlier investigation of the gadolinium isotopes, it was shown
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* Splitting of intensity probably caused by interaction with 3/2+ [651].

Table 2. Levels populated in 161Er.

Energy average 
(d, P keV Assignment

dcr/dß(d, p fib/sr

60° 90° 125°

0 3/2 3/2-[521] 55 32
144 7/2 3/2-[521] 45 77 59
172 5/2 5/2- [523] 6 9 8
189 9/2 5/2+ [642]? 26 34 28
212 5 5 ~ 2
250 9/2 3/2-[521] 2 7 7
268 (7/2 5/2-[523]) 26 50 50
369 3/2 3/2 + [402]* 36 79 70

388 1 11/2 3/2 —[521] 1 2 5 6

396
1 9/2 5/2-[523] /
11/2 11/2-[505] 5 20 23

463 3/2 3/2 + [402]* 40 85 64
481 1/2 1/2 + [400] 73 143 118
495 8 10 7
522 4 4 3
540 11/2 5/2-[523] 3 5
563 4 13 10
588
621 10 21

2
23

635 16 27 22
665 3 4 4
704 4 10 4
712 12 23 20
724 5 10 10
738 4 8 5
842 5 7 5

that most of the strength expected on the basis of the Nilsson model was 
present. A similar analysis for the erbium isotopes confirms this statement 
especially as far as the hole states are concerned. The strength of the par­
ticle states is somewhat less than expected, the total (d,p) cross sections to 
levels below 2 MeV of excitation being about 75% of the theoretical value. 
It is not clear whether this reflects discrepancies in the theoretical cross sec­
tions used for the comparison or whether some of the strength has been 
pushed to higher energies.
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Table 3. Levels populated in 163Er.

Energy average

Assignment
do/dQ(d,p) pb/sr da/df2(d,t) pb/sr

keV
(d,t)
keV 60° 90° 125° 60° 90° 125°

0 0 5/2 5/2 - [523] 18 11 14 20 11
~ 67 ~ 69 7/2 5/2+ [642]? ~ 1 ~ 2 ~ 4 ~ 2

82 84 7/2 5/2-[523] 28 19 6 8 7
102 104 3/2 3/2-[521] 71 34 8 87 101 60
119 121 9/2 5/2+ [642] 32 25 13 36 53 33

~ 159 164 5/2 3/2-[521] ~ 1 2 2
188 190 9/2 5/2-[523] 19 19 10 7 18 14
247 250 7/2 3/2-[521] 185 153 94 120 198 145

320 11/2 5/2-[523] ~ 1 ~ 1 ~ 1
344 344 1/2 1/2-[521] 232 103 45 40 47 22

359 9/2 3/2-[521] 3 5 2
404 405 3/2 1/2-[521] 26 23 10 11 11 4
439 5/2 1/2-[521] 38 21

444 11/2 11/2 -[505] 15 39 33
461 463 3/2 3/2+ [402] ~ 50 33 16 108 172 147
495 495 11/2 3/2-[521] 6 6 9 2 7 13

525 3 7
541 541 1/2 1/2+ [400] 79 35 16 126 207 156

553 6 13 8
570 573 7/2 1/2-[5211 84 64 29 16 34 26
609 610 5/2 5/2-[512] 10 7 5 9 15 17

619 2 5 4
636 9/2 1/2-[521] 10 8 6

664 14 26 20
683 9 11 7

699 698 7/2 5/2-[512] 256 156 69 3 5 3
735 7 17 17

757 759 14 6 2 12 18 12
779 781 12 11 6 3 5 3

~ 805 9/2 5/2-[512] ~ 1 ~ 2 ~ 1
827 13 10 10
841 842 27 28 10 5 4 4
854 856 3/2 1/2-[530] 42 21 7 33 63 37
872 877 5/2 1/2-[530] 7 8 4 2 4 ~ 1

973 7/2 1/2-[530] 8 16 13
979 21 16 12

987 4 10 8
1029 6 3 2
1055 12 5 4
1074 1075 1/2 1/2 — [510] 8 5 ~ 1 4 4

(continued)
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Table 3 (continued).

Energy average
Assignment

dcf/d£/>(d, p) pb/sr da/dQ(d,t) pb/sr

(d,p)
keV

(d,t) 
keV

60° 90° 125° 60° 90° 125°

1098 3/2 1/2-[510] 246 143 59
1164 11 15 8
1183 5/2 1/2-[510] 59 44 26
1204 11 7 4
1245 7/2 1/2-[510] 44 19 7
1277 40 24 12
1316 35 31 6
1344 88 79 33
1395 9/2 1/2 - [510] 10 5 2
1433 68 40 17
1485 87 52 20
1529 80 40 19
1562 76 45 24
1635 40 22 7
1671 45 19 13
1686 44 37 18
1717 28 12 7
1759 80 41 21
1784 33 25 11
1803 46 23 10
1817 37 21 14
1856 34 18 7
1871 27 12 6
1900 34 18 12
1920 49 30 13
1938 89 49 19
1959 58 29 11
1971 24 22 8
1984 20 13 4
2019 75 40 24
2031 76 38 16
2051 73 51 26
2077 140 102 58
2096 30 27 13
2113 67 36 19
2135 57 37 20
2148 43 34 17
2165 45 29 22
2183 54 34 20
2200 36 22 8
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Fig. 3. Proton spectrum for the reaction 162Er(d,p)163Er 0 = 90°.

2.3. Detailed Interpretation of the Spectra

The methods of interpretation closely follow those used for gadolinium 
and ytterbium. The discussion below is arranged according to the Nilsson 
assignments for the different bands identified. As remarked earlier, an 
/Ar7r[ATn2/l] assignment indicates only that the Nilsson orbital in question 
contributes an essential fraction of the wave function. In a number of cases, 
it has been possible to identify some of the couplings responsible for the 
splitting of the single-particle intensity among several bands. These cases 
are discussed under the heading of that single-particle level which receives 
most of the intensity.

2.3.1. The 3/2-[521] Orbital

The 3/2-[521] orbital was known previously8’9) in the isotopes from 
161Er to 167Er. The present assignments are in agreement with the earlier
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Table 4. Levels populated in 165Er.

Energy average
Assignment

da/d£2(d,p) pb/sr d<j/di2(d,t) pbfsr

(d.p) 
keV

(d,0 
keV 60° 90° 125° 60° 90° 125°

0 0 5/2 5/2-[523] 9 6 30 34 17
48 5/2 5/2 +[6421 8 3 2

76 76 7/2 5/2-[523] 7 3 11 16 9
99 98 9/2 5/2+ [642] 21 8 53 71 37

176 176 9/2 5/2 -[523] 13 11 5 15 33 27
240 242 3/2 3/2-[521] 80 57 44 159 233 124
298 297 1/2 1/2-[521] 256 121 48 92 92 39
356 355 3/2 1/2-[521] 8 13 6 12 9 5
373 372 7/2 3/2 —[5211 198 122 44 164 217 136

- 382 - 384 5/2 1/2 —[521] 27 21 ~ 13 - 21 - 13
470 469 9/2 3/2-[521] 4 2 2 ~ 5 5

507 1/2 1/2 + [660] 114 -168 102
514 7/2 1/2 —[521] 89 60 27
533 534 3/2 3/2+ [402] 43 27 14 169 -305

547 - 17 ~ 57 - 36
575 575 7/2 5/2-[512] 288 175 83 - 1(1 - 18 13
593 591 11/2 11/2-[505] 42 17 - 18 - 33 - 27
608 601 26 18 5 - 10 -23 - 9

652 3 6
684 9/2 5/2 -[512] 7 3
700 9 5 3
728 724 ~ 29 24 9 5 5
746 742 1/2 1/2 + [400] - 13 7 5 11 1 190 139
761 760 6 3 15 40 24
820 817 11/2 5/2 — [512] 7 2 30 58 32
846 4 4

863 14 17 6
873 10 5
896 6 8 5
925 1/2 1/2-[510] ~ 2 ~ 1
961 3/2 1/2-[510] 205 119 46

972 9 14 13
1024 5/2 1/2-[510] 74 48 28

1039 3/2 1/2-[530] 65 96 56
1043 70 42 10

1063 5/2 1/2-[530] 4 8 5
1073 9 11 2
1110 7/2 1/2-[510] 30 31 10

1107 8 9 6
1139 9 15 9

(continued)
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Table 4 (continued).

Energy average

Assignment

da/dS2(d,p) pb/sr da/dQ(d,t) pb/sr

(d,p) 
keV

(d,t)
keV

60° 90° 125° 60° 90° 125°

1145 6 4 6
1172 7/2 1/2-[530] 6 17 14

1177 14 5 6
1198 5 3 5
1233 4 7 6

1276 18 28 24
1285 114 82 36
1378 14 14 9

1383 10 13 12
1413 65 35 14
1474 3/2 3/2-[512] 99 49 22
1490 14 5
1539 5/2 3/2-[512] 123 82 44
1564 44 21 7
1612 39 ~ 28 7
1631 7/2 3/2-[512] 56 ~ 28 13
1656 79 63 26
1728 77 44 9
1761 112 51 22
1780 66 45 16
1805 83 45 21
1819 102 63 25
1851 56 23 14
1889 65 35 20
1901 90 53 22
1940 173 78 47
1951 38 33
1968 176 86 39
2004 33 22 7
2018 23 11
2033 107 45 11
2047 35 24
2057 75 30 23

ones. In 169Er, there is a pattern similar to that observed for the 3/2 — |521] 
orbital in the other nuclei with a band-head energy of 713 keV. The 3/2-, 
7/2, and 9/2 - members of the band are observed in all the erbium isotopes 
except 171 Er, where the (d,p) spectra do not allow any identification of the 
3/2 —[521] band, which here occurs as a hole excitation. In addition, the
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Table 5. Levels populated in 167Er.

Energy average
Assignment

d<j/dQ(d,p) pb/sr da/dQ(d,t) pb/sr

(d,P)
keV

(rf.o
keV 60° 90° 125° 60° 90° 125°

0 0 7/2 7/2+ [633] ~ 1 ~ 0.3 ~ 2 - 1 - 0.6
79 79 9/2 7/2+ [633] 19 9 8 41 57 22

176 177 11/2 7/2+ [633] ~ 3 - 1 ~ 1 ~ 2 ~ 1
208 208 1/2 1/2 —[521] 292 149 51 265 201 72
262 264 3/2 1/2-[521] 5 10 4 9 5 3
280 281 5/2 1/2-[5211 63 38 18 32 34 16
295 295 13/2 7/2 +[633] 27 42 34 37 71 50
347 345 5/2 5/2-[512] 13 3 2 1 ~ 0.5
413 414 7/2 1/2-[521] 125 84 37 60 65 37
430 431 7/2 5/2 —[512] 304 260 112 66 82 41

~ 438 9/2 1/2-[521] ~ 8
535 534 9/2 5/2-[512] 15 11 8 9 13 7
573 573 5/2+, y-vib 20 6 2 4 5 2
598 9 3 1
644 643 11/2 1/2 —[521] 6 7 5 ~ 1 5 6

665 668 J 11/2 5/2-[512] 1
1 5/2 5/2-[523] J 11 10 11 31 38 22

711 711 9/2 +, y-vib 7 7 2 5 7 3
750 753 3/2 3/2-[521] 42 34 11 195 200 90
802 802 3/2 1/2 -[510] 255 -136 67 31 31 17

812 5/2 5/2+ [642]? 26 31 14
843 9/2 5/2 -[523] 14 38 35

854 5/2 1/2 -[510] 73 ~ 80 33
894 895 7/2 3/2 -[521] 70 - 77 23 150 200 110

911 13/2 +, y-vib ~ 6 - 6 ~ 1
933 9/2 5/2 + [642] 42 60 34

941 943 7/2 1/2 - [510] 20 27 13 10 13 9
967 11/2 5/2-[523] ~ 1 3 2

1002 9/2 3/2-[521] - 2 4 3
1049 1052 11/2 11/2-[505] 5 15 55 46
1084 1086 3/2 3/2+ [402] 21 15 9 242 345 215

1109 13/2 5/2 +[642] 13 25 36
1132 1135 1/2 1/2 + [400] 46 39 18 269 384 224
1173

1190
84 77 36

26
1205 8 21 24
1222 12

1247 11 11 4
1280

1302
27 26 19

44 6 7
(continued)
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Table 5 (continued).

Energy average

Assignment

dald£i(d,p') pb/sr dald£2(d,t) pb/sr

(d.p)
keV

(d,t)
keV

60° 90° 125° 60° 90° 125°

1332
1352

2 3 2
3 5 2

1377 3/2 1/2-[530] 62 75 47
1384 3/2 3/2-[512] 123 67 28
1408

1426
5 10 5

36 61 52
1440

1525
5/2 3/2-[512] 156 121 65

~ 10 ~ 9 9
1526

1536
7/2 3/2-[512] 70 74 45

~ 13 ~ 18 10
1545 ~ 12 ~ 27 17

1548
1558

76 49 17
~ 26 ~ 16

1590 2 2 3
1596

1625
88 53 29

32 36 28
1629

1638
9/2 3/2-[512] 32 14 5

6 11 6
1645

1657*
27 15 14

39 51 29
1684 126 71 30
1718 268 178 80
1747

1748
202 126 60

6 5 10
1779 15 13 7
1800

1812
15 15 6

5 4 4
1815 34 24 13
1842

1853
30 28 15

5 4 9
1865

1893
222 122 60

17 28 33
1912

1940
194 98 48

5 10 4

Several weak groups from 1657 keV to 1892 keV.
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Table 6. Levels populated in 169Er.

Energy average
Assignment

da/dQ(d, p) pb/sr da/dQ(d,t) pb/sr

(d,p)
keV

(rfd) 
keV o o o 90° 125° 60° 90° 125°

0 0 1/2 1/2 — [521] 273 158 49 783 397 188
65 66 3/2 1/2-[521] ~ 22 ~ 16 ~ 24 ~ 17
74 74 5/2 1/2-[521] ~ 50 ~ 36 ~ 22 ~ 62 ~ 37
90 91 5/2 5/2 - [512] 14 10 3 11 6

176 176 7/2 5/2-[512] 333 280 104 293 229 131
225 224 7/2 1/2 — [521] 116 96 37 212 167 95

243 9/2 1/2-[521] 9 11 25
285 284 9/2 5/2-[512] 10 9 6 5 7 5
317 318 9/2 7/2+ [633] 12 16 5 67 54 31
415 414 11/2 5/2 — [512] 9 6 8 4 10 13
474 474 11/2 1/2 —[521] 7 7 8 7 11 23
527 527 13/2 7/2+ [633] 21 32 20 50 72 76
565 1/2 1/2 - [510] ~ 2 3
599 599 3/2 1/2-[510] 325 151 52 35 19
654 653 5/2 1/2-[510] 115 83 38 30 25 11
714 713 3/2 3/2-[521] 96 14 270 165 87
739 739 7/2 1/2-[510] 36 29 21 9 7
769 768 5/2 3/2 -[521]? 2 1 4 6
822 7/2 7/2 -[514] 33 41 22
844 850 7/2 3/2-[521] 35 44 23 154 132 97
930 927 9/2 7/2-[514] 12 41 36 11 16 15

940 7/2 5/2-[523] 36 41 33
~ 947 9/2 3/2-[521] 9 ~5

991 7 8 3
1051 11/2 7/2-[514] 6 ~ 3 3

1052 9/2 5/2-[523] 33 30 23
1076 11/2 3/2-[521] 20 29 23

1082 3/2 3/2-[512] 13 1 74 35
1096 7 7
1116 14 12 8

1119 25 7
1141 1142 5/2 3/2 - [512] 208 167 80 11 10 7
1187 1186 11/2 5/2 - [523] ~ 5 ~ 2 5 12 13

1215 6 10 13
1230 1229 7/2 3/2-[512] 101 71 47 26 25 22

1239 16 19 10
1274 7 6 5

1341 9/2 3/2-[512] 7 - 7 9
1360 42 54 38

1364 8 ~ 7 4

(continued)
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Table 6 (continued).

Energy average

Assignment

doldQ(d,p) pb/sr d<j/d&(d, t) ub/sr

(d,p) 
keV

(d,t) 
keV 60° 90° 125° 60° 90° 125°

1388
1394 11/2 11/2 —[505]

276 205 72
12 50 74

1415
1415

72 63 29
13 11

1457
1457

18 12 6
25 46 15

1471 38 38 23
1484 106 104 61

1488
1526a 3/2 3/2+ [402]

362 119
188 229 183

1535 74 67 39
1554

1564
145 95 38

41 49 35
1570

1601
163 64 25

15 24 16
1608 106 69 34
1622

1623
66 52 28

34 29
1644 1/2 1/2 + [400] 151 199 140

1650
1677

113 67 31
107 109 95

1681 16 10
1699

1702
38 21

36 31 34
1715

1718
66 35

9 31 34
1727 104 46
1755 156 141 72
1776

1790
34 20 27

33 43 39
1823

1825
39 23 14

7 11
1844

1857
24 18 10

50 69 74
1867

1886
83 63 30

10 9
1899

1904
31 26 12

7 8
1913

1924
66 58 30

52 24 19
Mat.Fys.Medd.Dan.Vid.Selsk. 37, no. 7. (continued) 2



18 Nr. 7

a Unresolved groups from 1526 keV to 1564 keV.
b Unresolved groups from 1929 keV to 2053 keV.
c Unresolved groups from 2123 keV to 2184 keV.

Table 6 (continued).

Energy average
Assignment

dtj/d&(d,p) pb/sr d(j/di2(d,t) pb/sr

(d.p)
keV

(d.O 
keV

60° 90° 125° 60° 90° 125°

1929b 107 83 46
1958 9 10
1974 13 13
1994 6 8
2018 24 60 42
2031 18 18

2053 147 120 46
2057 21 16

2092 32 17 12
2123c 44 27 18
2184 67 42 26
2204 142 98 48
2228 33 29 11
2255 74 69 25
2272 44 26 17
2295 38 33 14
2336 122 71 36
2382 351 149
2420 39 20
2440 65 35

11/2- member is observed in 161Er, 163Er, and 169Er. The 5/2- member of 
the band is not predicted to be populated with an observable intensity. A 
weak group at the expected energy is observed in the 163Er and 169Er spectra, 
and may be caused by the Coriolis coupling between the 3/2-[521] and the 
5/2-[523] orbitals.

In 169Er, the 3/2-[521] orbital is found a little lower than was the case 
in 167Er. This lowering, which is unexpected in view of the usual rapid 
change in excitation energy with the neutron number, might be caused by 
admixtures of the gamma vibration based on the 1/2-[521] ground state.

The absolute cross sections and relative values of Cjj obtained from the 
(d,t) reaction are given in Table 10. The intensities are considerably higher 
than the theoretical predictions, especially for the 3/2 - state in 165Er (prob­
ably double, cf. Sec. 2.3.2) and the 7/2- state in 163Er. There are many



Nr. 7 19

Table 7. Levels populated in 171Er.

Energy
(d,p)

Assignment
da/d£}(d,p) pb/sr

60° 90° 125°

keV
0 5/2 5/2-[512] 22 10 3

76 7/2 5/2-[512] 311 204 102
176 9/2 5/2-[512] ~ 7 ~ 9
195 1/2 1/2 —[521] 155 ~66 21

~ 253 3/2 1/2 —[521] ~ 9
276 5/2 1/2-[521] 48 29 24
304 11/2 5/2 —[512] 8 7
378 9/2 9/2+ [624] 2 8
420 7/2 1/2-[521] 75 49 35
455 9/2 1/2-[521] 10 7 6
531 7/2 7/2 -[514] 49 38 26
616 13/2 9/2+ [624] 28 32 30
645 9/2 7/2-[514] 54 44 36
674 11/2 1/2 —[521] 5 4 3
706 1/2 1/2-[510] 11 12 7
745 3/2 1/2-[510] 552 287 143
795 5/2 1/2-[510] 215 149 94
880 7/2 1/2-[510] 105 70 50
906 3/2 3/2-[512] 208 95 47
972 5/2 3/2-[512] 211 161 114

1061 7/2 3/2 -[512] 100 71 55
1106 11/2 1 /2 - [510] 6 4 12
1171 9/2 3/2-[512] 10 9 9
1224 136 82 37
1261 53 32 15
1304 36 14 10
1376 314 150
1405 440 246
1435 24 31
1471 313 152 105
1508 165 102 67
1535 62 49 32
1570 138 94 51
1616 407 289 169
1647 46 41 20
1682 38 27 18
1722 64 52 35
1764 39 25 19
1795 236 170 97
1823 38 21

(continued) 2



20 Nr. 7

Table 7 (continued).

Energy
(d.P)

Assignment
da/d£>(d,p) /ib/sr

60° 90° 125°

keV
1857 28 22 14
1925 119 112 46
1985 44 23
2093 70 40
2138 71 41
2172 48 27
2195 87 41
2265 187 80
2285 72 44
2308 44 23
2335 96 56
2361 350 204
2385 125 80

Table 8. Q-values and neutron separation energies for Er nuclei.

G(rfd)
A->A 1

keV

Q(d,p)
A-1->A

keV

Sn(d, t)

keV

s„(d,P)

keV

162 -2952 ±10 9215 ±10
163 4682 ±10 6907 ±10
164 - 2593±10 8851±10
165 4431 ±10 6657±10
166 -2218± 10 8476 ±10
167 4214 ±10 6439 ±10
168 -1523 ±10 7781±10
169 3781±10 6006 ±10
170 -1010 ±10 7268 ±10
171 3458 ±10 5683 - 10

indications that these deviations are caused by Coriolis coupling to the 
several near-lying negative parity bands, but a quantitative explanation of 
the intensities must await a complete theoretical analysis based on the in­
formation now available on excitation energies and coupling matrix ele­
ments.
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EXCITATION ENERGY (keV)
1600 1400 1200 1000 800 600 400 200 0

Fig. 4. Triton spectrum for the reaction 166Er(d,()165Er 0 = 90°. In this and the following 
figures, groups ascribed to reactions on target impurities are indicated by the symbol of the 

target impurity. Thus, the broad group marked 13C is due to the 13C(d, Z)12C reaction.

2.3.2. The 5/2 + [642] Orbital

This orbital is the ground state in 161Dy and should therefore be expected 
to appear as a low-lying state in 161Er where, however, it has been impos­
sible to identify the band with certainty. It is suggested that the strong state 
at 189 keV is the 9/2+ member of the band. The 13/2+ state can then be 
concealed in the strong groups around 369 keV to 396 keV or, more likely, 
in the too strong 7/2 5/2-[523] group at 268 keV.

In 163Er, the angular intensity variation for the strong group at 121 keV 
is consistent with a 9/2 5/2+ [642] assignment, although the cross section is 
somewhat large. The 22 keV 5/2 + level suggested by radioactivity studies10) 
would fit into the band for an inertial parameter A = 6 keV. The weak 
group at 67 keV might be the 7/2+ state, and the 13/2+ state would then 
be expected near the strong 250 keV (7/2 3/2 —[521]) group, but it is not 
observed.
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EXCITATION ENERGY (keV)

Fig. 5. Proton spectrum for the reaction 164Er(d,p)165Er 0 = 90°.
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The 5/2+ [642] band poses problems also in 165Er. A weak group is 
observed at 48 keV, which earlier was assigned as 5/2 5/2 + [642]10). The 
only possible place for the 9/2 + group is 98 keV, and one could then suspect 
that the 13/2+ group is hidden in the 3/2 3/2-[521] group at 242 keV, 
which is too intense. If this were the case, the band is distorted to a consider­
able extent.

The (d, /) spectra for 167Er show two strong groups at 933 keV and 
1109 keV with large 125° yields, which indicates high /-values. These groups 
might correspond to the 9/2+ and 13/2+ states of the 5/2+ [642] band. In 
view of the high excitation energies, the assignments are of course not very 
certain and are mentioned only because of the importance of observing the 
3/2+ [651] (Sec. 2.3.3) and 5/2+ [642] orbitals in one nucleus.
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Fig. 6. Triton spectrum for the reaction 168Er(d, f)167Er d = 125°.

2.3.3. The 3/2 + [651] Orbital

The (d, /) spectrum of 161Er contains three strong groups at 369 keV, 
463 keV, and 481 keV, of which the two first have identical angular intensity 
variations which are different from that of the third group. In the present 
interpretation, the two lowest groups are associated with the 3/2 + [402] 
orbital (Sec. 2.3.6) which could interact strongly with the 3/2+ [651] orbital 
because of the crossing of these two states in the Nilsson diagrams and thus 
give rise to a splitting of the large 3/2 3/2 + [402] cross section. This phenom­
enon was observed earlier in 155Gd1). The exact condition for the occurrence 
of a violent interaction between such crossing levels is not clear, but it could 
be strongly dependent on deformation21). It is remarkable that it is not 
observed for the 3/2+ levels in any of the other Er nuclei.

It has been suggested11) that the K = 3/2+ gamma-vibrational band in 
167Er starts at 532 keV. Coulomb excitation12) shows levels at 532 keV, 
575 keV, and 642 keV. These levels are also observed in the (d,d") spectra13). 
In the (d,p) and (d,t) spectra, the 532 keV group cannot be resolved from



24 Nr. 7

Fig. 7. Proton spectrum for the reaction 166Er(d,p)167Er 6 = 60°.

EXCITATION ENERGY (keV)

the 9/2 5/2 —[512] group, the intensity of which, however, shows that the 
3/2 + contribution is low. This excludes any large admixture of the 3/2 
3/2 + [402] state into the gamma vibration (Sec. 2.3.6). A group in both the 
(d,p) and (d, t) spectra corresponds to the 575 keV level. The 643 keV level 
coincides with the 11/2 1/2-[521] state, but levels at 711 keV and 911 keV 
could correspond to the 9/2 and 13/2 states in a K = 3/2 band. These groups 
are rather weak. One explanation for the ((/,/) intensities to the vibrational 
band is an admixture of the 3/2+ [651] wave function. The observed inten­
sities are approximately 10% of the theoretical prediction for a pure 
3/2+ [6511 state. In judging this number, one should remember that the 
intensities observed for high /-transitions usually are somewhat larger than 
the calculated ones. The intensity of the 3/2+ [651] component in the K-2 
gamma vibration has theoretically20* been estimated to 7%. Probably there
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Fig. 8. Triton spectrum for the reaction 170Er(<7,f)169Er 0 = 90°.

EXCITATION ENERGY (keV)

are other single-particle admixtures in the gamma vibration in 167Er, as 
evidenced by the (d,p) population which hardly can be ascribed to the 
3/2+ [651] hole state. Apart from the cases discussed above, it has not been 
possible to identify the 3/2+ [651] orbital in the Er isotopes. As in the Gd 
isotopes, the nonappearance of this orbital might be associated with its 
strong Coriolis coupling to the 5/2+ [642] orbital.

2.3.4. The 1/2 + [660] Orbital

The (d, /) cross section for the 1/2 1/2+ [400] state in 165Er is approx­
imately 25 °/0 less than in 163Er and 167Er. A possible reason for this reduction 
in intensity is the coupling between the 1/2+ [660] and the 1/2+ [400] 
orbitals. The same phenomenon has been discussed for 159Gd1). In order to 
find all triton groups in 165Er with an I = 0 component, a measurement of 
the (d,/) spectra at 5° was performed. At this angle, the yields for all other 
/-values are low. In this way, the 742 keV group which is discussed below 
(Sec. 2.3.6) and the 507 keV group are singled out as belonging to 1/2 +
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Table 9. Inertial parameters and decoupling parameters. 
Numbers in brackets are decoupling parameters for K = 1/2 bands.

Nilsson
Orbital 171 169 167 165 163 161

3/2-[521] 11.2 11.8 10.8 12.1 12.0
5/2 +[642] 7.3
3/2+ [651] 8.5
1 /2 - [530] 10.2 (0.53) 8.9 (0.53)
5/2-[523] 12.4 11.0 11.0 11.9 13.6
7/2+ [633] 8.7 8.8
1/2-[521] 12.2 (0.68) 11.7 (0.85) 10.9 (0.72) 12.3 (0.56) 13.2 (0.41)
5/2-[512] 11.0 12.1 11.8 12.2 12.6
7/2 - [514] 12.6 12.0
9/2+ [624] 9.8
1/2 — [510] 11.1 (0.10) 11.6 (0.067) 11.4 (0.087) 12.5 (-0.01) 12.9 (-0.32)
3/2-[512] 12.9 12.2 11.6 13.0

* From 60° yield.
** Assumes that 7/2 5/2 - [523] stale contributes with 43 fib Isr. 

*** Contains also the 9/2 5/2 —[523] state.

Table 10. (d,f) population of the 3/2-[521] band.

Spin
dafdQ, 0 = 90°, Q = - 2 MeV Relative values of cj /

Theory 161Er 163Er 165Er 167Er 169 Er Theory 181Er 183Er i«5Er 167Er 169Er

3/2 157 135 180 334 202** 139 0.10 0.10 0.10 0.23 0.19 0.23
5/2 0 - ~ 2* - - 5 ~0 - ~ 0.003 - - -0.03
7/2 281 207 395 340 269 121 0.53 0.42 0.61 0.66 0.71 0.58
9/2 21 21 12 ~ 9 6 5 0.25 0.27 0.12 0.11 0.10 0.16

11/2 9 17*** 16 - - 0.11 0.22 0.16 - - -

Table 11. (d, f) population of the 11/2-[505] band.

dcfldto, e = 90°, Q = -2 MeV

Theory 181 Er i63Er 165Er i«’Er 189Er

82 71 95* ~ 62 84 66

Contains also the 5/2 1/2 —[521] state.
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Fig. 9. Proton spectrum for the reaction 168Er(d,p)169Er 6 = 90°.

levels. The 507 keV level has already been assigned as 1/2+ from decay 
studies10) and is probably associated with the 1/2 1/2 + [660] state. If this 
interpretation is correct, the intensity corresponds to a 38°/0 admixture of 
the 1/2 1/2+ [400] state. It is not possible to identify with certainty other 
states of the 1/2+ [660] band.

2.3.5. The 11/2-[505] Orbital

In the gadolinium isotopes, the 11/2 - [505] orbital was observed between 
the 3/2-[521] and 3/2 + [402] orbitals, and it is therefore expected to be 
observed also in the (d, t) spectra of erbium. A unique identification of the 
11/2 —[505] orbital is, however, rather difficult, because only the 11/2 — 
member of the band is populated. On the basis of the angular dependence, 
a possible 11/2 11/2 —[505] state has been located in all the erbium nuclei 
from 161Er to 169Er, but, in some cases, several groups with I = 5 angular 
dependence and reasonable intensity are present. The group with the lowest 
energy is then preferred.
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Fig. 10. Proton spectrum for the reaction 170Er(d,p)171Er 0 = 90°.
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2.3.6. The 3/2 4- [402] and the 1/2 + [400] Orbitals

The 3/2+ [402] and the 1/2 +400] orbitals are expected to give rise to 
intense groups in the (d,t) spectra. Two strong groups were observed in the 
gadolinium spectra1’ and were ascribed to the 3/2 3/2 + [402] and the 
1/2 1/2 + [400] states. In the erbium spectra similar groups are observed, and 
it is again reasonable to associate them with the two N = 4 states which 
originate in the c/3/2 and s1/2 shell-model states. As in the gadolinium case, 
there are rather large fluctuations in intensities and problems with the 
assignment of the associated rotational bands, which make the distinction 
between the 3/2 + [402] and 1/2+ [400] orbitals difficult.

The (d,f) spectra recorded at 5° for 165Er and 167Er show that the upper 
level has / = 0, and this has been assumed to be the case for the other 
nuclei as well. Some additional support for the assignments was obtained 
from the angular intensity variations and the absolute cross sections.

The absolute cross sections, reduced to Q = -2 MeV, are given in Table 
12 for the N = 4 orbitals and indicate an increased filling of the 3/2 3/2 + [402]
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NEUTRON NUMBER
Fig. 11. Energies of the band heads for the Nilsson states observed. Points at negative energies 

indicate hole states.

state from 161Er to 167Er and a dilution of the state in 169Er. The 1/2 1/2 + [400] 
group discloses the same general behaviour and, in addition, a somewhat 
reduced intensity in 165Er (Sec. 2.3.4).

It has not been possible to identify the rotational bands built on the 
1/2+ [400] and 3/2 + [402] states, although several of the rotational states 
are predicted to be populated quite strongly. The same situation prevailed 
in the Gd isotopes.

2.3.7. The 3/2-[532] Orbital

In spite of the relatively large (d, /) cross sections expected, no definite 
identification has been made of groups belonging to the 3/2 - [532] band.
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,6’Er

Fig. 12. Level scheme for 161Er. Nilsson states to the left are hole excitations, those to the right 
are particle excitations. The letter A indicates that all the available data suggest the assign­
ment, B an assignment consistent with the observations, but where lack of resolution or intensity 
prevents a definite assignment. Finally, C indicates that a group was observed at the position 
expected, e. g., for a rotational level but with an intensity considerably different from theoret­

ically predicted intensity.

In 163Er, there are several (d,f) groups between 600 keV and 800 keV of 
excitation, which might belong to this band, but no obvious rotational 
structure can be found. In 165Er, there are unidentified groups around 
1200 keV above the 1/2 —[530] band. In the Gd nuclei1), this energy region 
was free of strong lines, and it is conceivable that their presence in the 
heavier Er nuclei indicates that the 3/2 - [532] band has crossed the 1/2 - [530] 
band.

2.3.8. The 1/2-[530] Orbital

The strong (d,t) group at 856 keV in 163Er has an angular variation 
which indicates a low angular momentum transfer, and as the intensity is 
close to the prediction for the 3/2 1/2 — [530] state, this identification is made, 
which is also supported by the analogy to the Gd nuclei where the band 
has been observed before1). The groups at 877 keV and 973 keV are probably 
due to the 5/2 — and 7/2 - members of the rotational band. Their intensities 
are about 6O°/o of the theoretical predictions. The decoupling parameter is 
then a = 0.53 and the inertial parameter A = 8.9 keV, which is consistent 
with the findings in the Gd nuclei.

A similar band in 165Er can be based on the strong (d, f) group al 1039 keV 
as the 3/2 1/2-[530] group. Possible 5/2— and 7/2— groups are found at 
1063 keV and 1172 keV. This band will have the same decoupling para-
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Fig. 13. Level scheme for 163Er.

meter as in 163Er, but A = 10.2 keV. Other choices for the 5/2- and 7/2 — 
groups are, however, possible.

In 167Er, the 3/2 1/2 — [530] state is probably the one at 1377 keV (/ = 1?), 
but the associated rotational band is by no means obvious in the (d, t) 
spectra. The intensity of the 3/2- group is 57% of the theoretical intensity; 
this indicates a beginning breakdown of the 1/2-[530] state, which seems 
to be complete in 169Er where the state has not been located at all. It is in­
teresting to note that the suggested 3/2 1/2-[530] state in 167Er is strongly 
populated in the (d, d’) reaction13), which would indicate admixtures of an 
octupole vibration.
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Table 12. (</,/) population of the TV = 4 states.

Level
da/dQ, 0 = 90°, Q = -2 MeV

Theory i6iEr i63Er 165Er 167Er 169Er

3/2 3/2 + [402] 612 366 450 567 600 346
1/2 1/2+ [400] 780 630 602 440 650 337

Table 13. (d,f) population of the 5/2-[523] band.

Spin
dcr/dQ, 0 = 90°, Q = - 2 MeV Relative values of cjj

Theory i63Er 165Er 167Er 169 Er Theory 163 Er 185Er 167Er 169 Er

5/2 39 31 39 43 41*** 0.07 0.11 0.11 0.10 0.11
7/2 41 ~ 20* 19 43** 41 0.08 0.07 0.06 0.10 0.11
9/2 65 34 43 48 30 0.79 0.78 0.83 0.73 0.54

11/2 5 ~ 2 - 4 12 0.06 0.05 - 0.06 0.23

* Estimated from 60° and 125° yields.
** Assumes that the unresolved 7/2 state has the same intensity as the 5/2 member of 

the band.
*** Assumes that the unresolved 5/2 state has the same intensity as the 7/2 member of 

the band.

Table 14. (</,/) population of the 7/2+ [633] band.

Spin
dajdQ, 0 = 90°, Q = - 2 MeV Relative values of r2 1

Theory i«’Er 169Er Theory 167Er 169Er

7/2 0.4 ~ 1 0.001 0.002
9/2 25 43 37 0.07 0.08 0.07

11/2 0.6 ~ 1 - 0.02 0.02 -
13/2 35 59 50 0.92 0.91 0.93

Table 15. (d,p) population of the 5/2-[523] band.

Spin
da/dQ, 6 = 90°, Q = 3 MeV Relative values of r2

Theory 163Er 165Er Theory 163Er 165Er

5/2 44 17 9 0.07 0.07 0.07
7/2 45 29 10 0.08 0.11 0.07
9/2 63 29 16 0.79 0.82 0.86

11/2 5 - - 0.06 - -
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1631 --------------- y
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U74 --------------- i

r[512]

2.3.9. The 5/2-[523] Orbital

The level at 172 keV in 161Er is assigned as 5/2 5/2-[523], in agreement 
with decay studies16) which also place a 9/2 - state at 344.7 keV. This level 
is definitely not observed in the (d, t) spectra, in disagreement with the 
theoretical predictions for the 9/2 5/2 - [523] state. Therefore, the most 
reasonable band based on the (d, /) data is one where the band head is still 
placed at 172 keV, but where the 7/2-group is a part of the strong group 
at 268 keV, and the 9/2 - group coincides with the 11/2 - state in the ground­
state band at 388 keV. The 11/2— member of the band could then be the 
group observed at 540 keV, or part thereof.

The 5/2 [523] orbital forms the ground states in 163Er and 165Er, where 
all the members of the rotational band are observed, except the 11/2— state 
in 165Er which is obscured by the strong 1/2 1/2-[521] group at 298 keV.

Mat.Fys.Medd.Dan.Vid.Selsk. 37, no. 7. 3
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Fig. 15. Level scheme for 167Er.

In 167Er, a 5/2 5/2-[523] level at 667.9 keV has been proposed earlier 
by Koch14). The (d,t) spectra show groups at 668 keV, 735 keV (coincides 
with the 3/2 3/2-[521] state), 843 keV, and 967 keV, which could be the 
5/2, (7/2), 9/2, and 11/2 states of this band. The intensities for the unob­
scured peaks are in good agreement with the theory.

In 169Er, the 5/2-[523] orbital is expected to be a component of the 
gamma vibration with K = 5/2 built on the 1/2 —[521] ground state. In the 
region between 900 keV and 1350 keV, there are approximately 13 weak 
lines in the (d, /) spectra, of which only a few have strong counterparts in 
the (d,p) spectra. The 5/2-[523] band is expected in this region. The as­
signments for this band made from the 169Ho decay15) are 5/2- at 850 keV 
and 7/2— at 920 keV. If these assignments are accepted, the 5/2— group is 
concealed in the 7/2 3/2-[521] group and there is no 9/2- group in the 
(d,t) spectra, which group is predicted to be as strong as the 5/2— and 
7/2- groups. If the 7/2- state is moved to 940 keV (which might be com­
patible with the decay data if the two final states for decay are shifted to
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existing stales approximately 20 keV higher), a 9/2 — group can be post­
ulated at 1052 keV, where a (d,t) group is seen. The 11/2- state can then 
be at 1186 keV. These assignments are given in Table 6.

2.3.10. The 7/2 + [633] Orbital

The states of the 7/2+ [633] ground-state band in 167Er are observed up 
to the 13/2+ state. The (d,p) intensities are in reasonable agreement with 
the theory, whereas the (d, /) intensities for the 9/2+ and 13/2+ states are 
around 1.8 times the theoretical estimates. The partial filling of the ground­
state level due to pairing can be estimated to reduce the cross sections by 
factors of U2 and V2 ~0.5 for the (d,p) and (d, /) reactions, respectively. 
The observed cross sections are thus considerably larger than expected and 

3*
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"'Er

Fig. 17. Level scheme for 171Er.

indicate a significant increase in single-particle strength. The strong Coriolis 
coupling between the N = 6 slates might again be responsible for this effect.

In 169Er, the 7/2+ [633] band is placed with the 9/2 + state at 318 keV 
and the 13/2+ state at 527 keV. The 7/2+ group can then be expected to 
coincide with the 7/2 1/2-[521] group. The (d,p') intensities are approxi­
mately 0.8 times and the (d,t) intensities approximately 1.5 times the 
theoretical values.

It has not been possible to identify the band with any degree of certainty 
in the other nuclei.

2.3.11. The 1/2—[521] Orbital

This orbital has been identified in a large number of cases and is known 
in all the erbium nuclei9). The present results are in agreement with the 
previous assignments.



Nr. 7 37

Table 16. (d,p) population of the 7/2+ [633] band.

Spin
da/dQ, 0 = 90°, Q = 3 MeV Relative values of C2, i

Theory 167Er 169Er Theory 167Er 189Er

7/2 -0.5 ~ 0.5 — 0.001 - 0.001 —
9/2 21 14 17 0.07 0.04 0.07

11/2 0.7 - - 0.02 - -
13/2 42 57 32 0.92 0.96 0.93

* From 125° yield.
** Assumes an intensity ratio 1:7 for the spin 7/2 and 9/2 members.

Table 17. (d,p) population of the 1/2-[521] band.

Spin
dçjjdÇi, 0 = 90°, Q = 3 MeV Relative values of G;,z

Theory 163Er 185Er 167Er i69Er i7iEr Theory 163Er 185Er 167Er 169Er 171Er

1/2 377 164 181 213 214 73 0.25 0.17 0.21 0.20 0.20 0.15
3/2 38 37 19 14 - 20 18* 0.02 0.04 0.02 0.01 0.02 0.03
5/2 107 50 39 52 ~ 46 31 0.18 0.14 0.12 0.12 0.11 0.16
7/2 136 94 82 110 116 49 0.23 0.25 0.25 0.26 0.27 0.25
9/2 21 11 12** 16** 17** 7 0.27 0.22 0.26 0.27 0.29 0.27

11/2 4 9 ~ 6 8 7 4 0.05 0.18 0.13 0.14 0.12 0.15

From Table 17 it is seen that the relative values of C? z are in good agree­
ment with the predicted values. The (d, I) and (d,p) cross sections for the 
states of the 1/2-[521] band show in a qualitative way the increased filling 
of the orbital from 167Er to 171Er, but the behaviour is less regular than that 
observed in the ytterbium isotopes2) where the 1/2 —[521] orbital showed all 
the characteristics of a pure single-particle state. Both cases differ from 
the gadolinium results, where large fluctuations in the cross sections were 
observed, probably as a result of the coupling to the gamma-vibrational 
states. The same couplings are possibly responsible for the slightly smaller 
1/2-[5211 intensity in 163Er and 165Er than in 167Er and for the reduction 
of the decoupling parameters (cf. Table 9).

2.3.12. The 5/2-[512] Orbital

The 5/2-[512] orbital is characterized by a strong population of the 
7/2— member of the band. It is the ground state in 171Er8) where all the 
members of the band are observed. In 169Er and 167Er, the band is expected 
as a low-lying particle excitation. The 176 keV group in 169Er and the
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430 keV group in 167Er have the expected angular intensity variation. The 
430 keV level has also been assigned to the 7/2 5/2-[512] state from the 
166Er(n,y)167Er work14). The corresponding 5/2—, 9/2—, and 11/2- states 
are all identified in the (d,p) spectra of 167Er and 169Er.

The theoretical cross sections and the reduced (d,p) cross sections are 
compared in Table 18. The 7/2- state has a lower cross section than pre­
dicted, whereas the weakly populated 5/2-, 9/2-, and 11/2- states are 
two to three times stronger than predicted.

In 165Er, the strong 575 keV (d,p) group is assigned as 7/2 5/2-[512], 
which assignment is supported by an I = 3 angular dependence. The inten­
sity, however, corresponds to only 48°/0 of the expected cross section. The 
5/2— state is obscured, but the groups at 684 keV and 820 keV could be 
associated with the 9/2- and 11/2- levels, respectively.

In 163Er, the levels at 609 keV, 699 keV, and 805 keV are possible candi­
dates for the 5/2 - , 7/2 — , and 9/2 - states of the 5/2 — [512] band. The angular 
dependence agrees with the 7/2- assignment for the 699 keV level, but the 
intensity is only 44 °/0 of that expected.

A reduction in intensity of the 7/2 5/2-[512] group in the lighter 
gadolinium nuclei is parallel to the one observed here.

2.3.13. The 7/2-[514] Orbital

This orbital is expected to appear at an excitation energy below 1 MeV 
for the heaviest erbium nuclei, in analogy to the assignments in ytterbium 
nuclei2).

In 171Er, the band has been placed at 531 keV (7/2—) and 645 keV 
(9/2-), but the reasons for the assignment are not compelling. The (d,p) 
groups selected occur in the expected energy region and have reasonable 
intensities and angular distributions.

There are three peaks in the (d,p) spectra of 169Er with energies 822 keV, 
930 keV, and 1051 keV, which can be associated with rotational members 
of the 7/2 —[514] band. The observed intensities of the 7/2- and 9/2 — 
states are approximately equal, whereas the theory predicts a ratio of ~ 2 
between the intensities of the 9/2 - and 7/2 - states. An alternative explana­
tion for the states considered here would be an assignment to the 9/2 + [624] 
band, which is expected in lhe same region of energy.

2.3.14. The 9/2+ [624] Orbital

This orbital should occur as a particle excitation in the erbium nuclei. 
The pattern predicted consists of a weak 9/2+ group and a somewhat 
stronger 13/2 + group. In 171Er, the band has been placed at 378 keV (9/2 +)
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* From 60° yield.

Table 18. (d,p) population of the 5/2-[512] band.

Spin
daldQ, 0 = 90°, Q = 3 MeV Relative values of r2

1

Theory i63Er 165Er 167Er i69Er 171Er Theory i63Er 165Er 16’Er i«9Er 171Er

5/2 6 9 13* 13 12 0.01 0.04 0.03 0.03 0.04
7/2 463 204 220 317 332 228 0.79 0.87 0.65 0.61 0.70 0.67
9/2 11 ~ 3 8 13 11 ~ 7* 0.14 0.09 0.17 0.18 0.17 ~ 0.15

11/2 5 - 8 13 7 ~ 7 0.06 - 0.17 0.18 0.11 ~ 0.15

Table 19. (d,p) population of the 1/2-[510] band.

Spin
da/dQ, 0 = 90°, Q = 3 MeV Relative values of Cj, i

Theory ia3Er 165Er 16’Er 169Er 171Er Theory i«3Er 165Er 16’Er 169Er 171Er

1/2 13 6 ~ 2 — ~ 3 11 0.01 0.01 0.005 — 0.007 0.01
3/2 615 174 140 -157 160 262 0.40 0.38 0.35 0.35 0.35 0.31
5/2 172 50 53 ~ 85 86 139 0.29 0.28 0.34 0.48 0.48 0.42
7/2 113 22 47 29 29 64 0.19 0.12 0.30 0.17 0.16 0.19
9/2 6 5 - - - - 0.09 0.21 - - - -

11/2 1 - - - - 3 0.01 - - - - 0.07

and 616 keV (13/2+). The upper group has a rather flat angular distribu­
tion, and the 9/2 + level is an unassigned level at the expected energy. The 
inertial parameter is A = 10.0 keV, which can be compared to A = 10.7 keV 
in 175Yb. The assignment must be considered somewhat uncertain, and it 
has not been possible to identify the orbital in the lighter erbium isotopes.

2.3.15. The l/2-[510] Orbital

The 1/2-[510] orbital has not been identified in the erbium isotopes 
before. It is characterized by a strong population of the 3/2— state and 
somewhat smaller populations of the 5/2- and 7/2- states. The other 
members of the band are weak.

In 171Er, all states from spin 1/2 to spin 11/2 in the 1/2-[510] band are 
clearly observed. The 9/2- state does, however, coincide with the 5/2 
3/2-[512] state. The intensities are approximately 6O°/o of the theoretical 
predictions, except for the 11/2— state which is three times too strong.

In 169Er, the 1/2 —[510] orbital is expected to have an excitation energy 
above 700 keV, but the most reasonable 3/2- group is the one at 599 keV, 
which has an angular dependence in agreement with this assignment. The
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Table 20. (d,p) population of the 3/2-[512] band.

Spin
rfcr/rfß, 0 = 90°, Q = 3 MeV Relative values of Cj ;

Theory 165Er 167Er 189 Er 171Er Theory 167Er 169Er 171Er

3/2 120 48 63 66 82 0.08 0.08 0.09 0.12
5/2 376 80 115 152 134 0.64 0.39 0.53 0.49
7/2 70 ~ 27 68 63 57 0.12 0.23 0.22 0.21
9/2 11 - 12 6 7 0.15 0.29 0.15 0.18

11/2 1 - - 0.01 - - -

Table 21. Comparison of experimental and theoretical single-particle 
amplitudes.

Nucleus /<7r[Nn2Zl]

Excitation
energy

Decoupling 
parameter

0/ /o
amplitude Main vib. component 

theory
exp theor aexp atheor exp theor

165Er 1/2- [521] 298 340 0.56 0.65 50 73 Q(22) + 5/2 - [523) 22 °/0
167Er 3/2+ [651] 325 750 10 7 Q(22) + 7/2 + [633] 88 °/0
i«7Er 1/2 - [510] ~ 768 800 30 32 Q(22) + 5/2 — [512] 54 °/0
167 Er 3/2-[521] 753 750 108 79 Q(22) + 1/2-[521] 15 °/0
169 Er 5/2-[523] ~ 850 850 83 46 Q(22)+1/2 —[521] 47%
171Er 1/2-[510] 706 800 0.10 - 0.17 52 48 <2(22) -t- 5/2 — [512] 48 °/0

absolute intensity is less than in 171Er. A lowering of the energy and the 
intensity is expected if the 1/2 —[510] state is a component of the K = 2 
gamma vibration built on the 5/2-[512] stale.

In the lighter erbium isotopes, it is possible to find similar patterns which 
are ascribed to the 1/2-[510] band. The intensities and the angular de­
pendencies are in agreement with those observed in 169Er.

The theory predicts a negative decoupling parameter (a = -0.33) for 
the 1/2-[510] band. The decoupling parameters found in the erbium 
isotopes are all close to zero, in agreement with the expected effect of admix­
tures of gamma vibration based on the 5/2-[512] state.

2.3.16. The 3/2-[512] Orbital

Relatively strong groups in the (d,p) spectra of 171 Er, 169Er, 167Er, and 
perhaps 165Er form patterns which resemble the one expected for the 
3/2-[512] band. The intensities are, however, considerably smaller than 
the theoretical values, especially for the 5/2 - group, which has only about 
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35 °/0 of the theoretical intensity compared to 50 °/0 to 90 °/0 for the other 
groups (cf. Table 20). A similar behaviour was observed in the Yb isotopes2), 
and there is therefore little doubt about the correctness of the assignments. 
The reason for the intensity reduction of the 5/2 - group is not clear, but 
il should be pointed out that none of the lower-lying bands has excessive 
5/2— strength.

3. Conclusions

The band-head energies of the Nilsson states identified in the erbium 
isotopes are shown in Fig. 11. The level order, with a few exceptions, is 
identical to the one found in Gd and Yb. Among the exceptions is the posi­
tion of the 11/2-[505] hole state, which in Gd always was found below 
the 3/2+ [402] state, but which in 165Er is located at a higher excitation 
energy.

Most of the energy levels observed below 1 MeV of excitation have been 
explained in terms of the Nilsson model, although some of the observed cross 
sections deviate considerably from the theoretical prediction. Among the 
most noticeable discrepancies are those for the 3/2 3/2-[521] and 7/2 
3/2 - [521] states discussed in Sec. 2.3.1. As seen from the reduced (d, /) cross 
sections in Table 10, a spectroscopic factor for the 3/2— state, defined as 
the ratio of the observed cross section to the calculated cross section, varies 
from 0.86 to 2.18 within a few mass numbers. A ratio of 1.0 would be ex­
pected for a pure hole state. The corresponding spectroscopic factors obtained 
from the (d,p) cross sections are of the order of 0.5, which is rather large for 
a hole state. Obviously, the description in terms of a pure Nilsson state is 
inadequate, but is not easy to lind, e.g., sufficient j = 3/2 cross sections in 
the neighbouring bands to account for the observations.

A few of the Nilsson states expected in the region of low excitation have 
not been definitely observed. This is the case for the 3/2+ [651] state which 
has never been observed as a pure state, but which apparently is responsible 
for the irregular energy spacings and intensities in the 5/2+ [642] bands and 
also for the splitting of the 3/2+ [402] intensity observed in 161Er. The 
3/2 —[532] state offers another example of a state with a great tendency to 
fractionation and which, consequently, was not definitely observed in the 
Er nuclei. In this case, the responsible couplings have not been identified.

The energy spectra above 1 MeV of excitation are complex, and only 
for a few of the stronger groups it has been possible to make a single-particle 
assignment. Because of the Q-value dependence of the (d, /) cross section, 
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the higher parts of the excitation spectrum can be studied only by the (d,p) 
reaction. Therefore, only states with large particle excitation components 
are accessible. Unfortunately, the energy resolution in the {d,p) spectra has 
not been sufficient for a more complete study of the regions of higher excita­
tion energy. It is evident that strong couplings are active in spreading the 
intensity among several levels. The summed cross section is almost the same 
lor all nuclei, but the level density is slightly decreasing with neutron number. 
This phenomenon is probably related to a decrease in collective strength, 
which is apparent from the inelastic deuteron scattering results3).

Several even-parity states are expected as particle states in the region 
above 1 MeV of excitation, among which the 1/2+ [651] and the 1/2+ [640] 
states have large cross sections. The first of these was observed at ~ 1700 keV 
in the heavier Gd nuclei and should be present in the Er nuclei as well. 
In 171 Er, there arc several groups present around 1500 keV, which might 
belong to the 1/2+ [651] band, but it has not been possible to identify a 
band structure. It should be remarked that strong even-parity states17) have 
been localized in the Yb nuclei by studies of isobaric analogue resonances. 
Some of these were erroneously ascribed to negative parity states before2).

In spite of the difficulties mentioned above, it is evident that the Nilsson 
model in general gives an amazingly accurate description of the low-lying 
energy levels in the Er nuclei. The level sequence is accurately reproduced 
and, in most cases, the components of the wave function obtained from the 
experiments are in good agreement with the theory.

A further improvement in the description of the states in odd deformed 
nuclei is obtained by specifically taking into account the particle-vibration 
interactions19’ 2°). The experimental spectra show several effects of such 
interactions, but only in a few cases sufficient information is available to 
allow a closer comparison between theory and experiment. Table 21 sum­
marizes the theoretical single-particle amplitudes for a number of cases, in 
which the coupling to the gamma vibrations has been considered theoret­
ically20). The corresponding experimental amplitudes have been obtained as 
the average ratios of the experimental and the calculated cross sections, as 
listed in Tables 10-20. The qualitative agreement between theory and ex­
periment underlines the importance of this type of interaction for the low- 
energy spectra of odd nuclei.

The present work is meant to be a survey, and it has not been attempted 
to analyze the material in detail. A more complete test of the ideas under­
lying the description of the energy levels in deformed nuclei would be greatly 
facilitated by improved experimental data. Among the most obvious im- 
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provements is a better energy resolution, especially in the (d,p) spectra. 
The present techniques can be improved to ensure this. Better methods for 
I- and /-assignments would be invaluable. Frequently, the angular distribu­
tion studies performed up to now did not permit any unique assignments, 
but might be of increased value if they were combined with the parity in­
formation obtained from isobaric analogue resonance studies. Other inter­
esting possibilities are connected with the study of excitation functions. A 
recent investigation18) makes some promise that high and low angular 
momenta could be distinguished in this manner. An enhancement of the 
intensity of the high angular momentum groups could also be obtained by 
the use of the (3He,a) pick-up reaction.
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I. Introduction

Classical chemical studies of polypeptide composition and chemical 
properties may be supplemented effeciently by the use of accumulated 
nuclear magnetic resonance (NMR) spectra. This implies, of course, extreme 
magnetic field stability and homogeneity besides chemical stability of the 
sample. From a spectroscopic point of view (vide infra) the preferable 
polypeptide solvent is CF3CO()H. However, we have found that polypeptides 
containing serine and threonine residues undergo chemical changes in this 
solvent, their primary and secondary alcohol groups becoming trifluoro­
acetylated in 1—2 days at 30°. Strictly reproducable spectral work is, there­
fore, only possible after the elapse of this time. After spectral recording and 
removal of the solvent biologically active polypeptide can be recovered by 
hydrolysis as demonstrated for glucagon.

II. Experimental Procedure

19F magnetic resonance (FMR) spectra were recorded at 94.1 MHz, 
proton magnetic resonance spectra (1HMR) at 100 and 220 MHz, all on 
Vari an instruments. The polypeptide molarity was about 0.02. Internal 
standards were CFC12CF2C1 (central peak of F triplet) for 19F and (CH3)4Si 
for 1H.

The FMR spectra were single recordings because the low-field spin-sa­
tellite from 13CF3COOH (1 °/o natural abundance) was so close to and, in 
some cases, inseparable from the 19F resonances of the trifluoroacetylated 
polypeptides that accumulation of spectra was no advantage. Recording of 
the equally intense high-field spin-satellite signal before and after each 
FMR spectrum served as a means of correcting for the intensity contribution 
of the low-field satellite to the spectrum which was integrated manually 
(planimeter). Spectral base-line ambiguity etc. introduced an estimated error 
of 10 °/0 in I tot (Table I).

1* 
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I able I. Integrated total intensities of 19F magnetic resonance spectra 
from trifluoroacetylated polypeptides. Single recordings at 30°.

The integrals are expressed as number of COCF3 groups per mole of substance. Q is the initial 
quantity of polypeptides in units of 10~3 mmole dissolved in 600 //I of CFSCOOH. Ns and Nt 
are the known numbers of serine, resp. threonine OH groups per molecule of substance, h = hours.

Q
Porcine insulin................................................ 8.72
Bovine insulin................................................. 8.66
Bovine insulin A chain S-sulfonate......... 8.65
Bovine insulin B chain S-sulfonate......... 8.43
Porcine glucagon............................................ 5.73
Bovine glucagon............................................ 5.37

lb 2h 5h 23h 71b Ns + Nt Ns N-
1.09 2.39 3.99 5.61 5 3 2
1.29 2.64 3.92 4.75 4 3 1

~ 0 1.10 1.82 2.58 2 2 0
~ 0 0.58 1.43 2.66 2 1 1

0.76 2.69 4.07 6.90 7.68 7 4 3
~ 0 3.06 4.15 7.22 7.38 7 4 3

As to XHMR spectra, usually 50 were accumulated when working at 100 MHz. 
The temperature at the sample site was 30°. The spectra taken at 220 MHz 
were single recordings, the temperature at the sample site being 10-15°.

The quality of the insulins and the bovine insuline A and B chains was 
as described earlier1. Two times recrystallized porcine and bovine glucagon 
were given to us by the NOVO RESEARCH INSTITUTE. The glucagons 
were dried to constant weight in vacuo at room temperature. For a sample 
it was checked that no further loss of weight occurred at 100°.

III. »’FMR Spectra at 94.1 MHz

The glucagon molecule is especially rich in serine (4) and threonine (3) 
residues. Porcine and bovine glucagon were included in this investigation 
to follow their trifluoroacetylation, but also to put their alleged chemical 
identity2 to spectroscopic tests. Comparison of spectra 1 and 3 (or 2 and 4) 
shows lhe expected slight dependance of chemical shifts on concentration 
(Table II). Within the limits of error spectra 1 and 2 and 3 and 4 are identi­
cal, one positive test of porcine and bovine glucagon identity. The FMR 
spectrum of hepta-trifluoroacetylated glucagon appears as 7 separate peaks 
(fig. 1), 4 of which are fully developed in 3-4 h(marked T), the remaining 
3 appearing much slower(’s’). Serine and threonine amino acids react 
with similar relative rates, bid much slower on an absolute scale. The T 
signals are, therefore, probably FMR signals from - CH2OCOCF3 groups. 
This assignment is verified by noting that in spectra 5, 6, 7, and 8 (Table II) 
3, 3, 2, and 1 ‘fast’ signals are recorded corresponding to the authentic 
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Table IL Chemical shifts in 19FMR spectra of trifluoroacetylated porcine 
glucagon (spec. 1 and 3), bovine glucagon (spec. 2 and 4), porcine insulin 
(spec. 5), bovine insulin (spec. 6), of bovine A-chain S-sulphonate (spec. 7), 
and of bovine B-chain S-sulphonate measured in cps relative to internal 

CFC12CF2C1. Q as in Table I. Single recordings at 30°.

f : resonance fully developed in 3-4 h. 
s: resonance fully developed in 1-2 days.
* interference with 19F resonance in 13CF3GOOH (1 °/0 natural abundance).

Spectrum 
number
1.................

Q

5.73 266.6f 278.6f 280.4f *287f 310.6s 312.2s 329s
2................. 5.37 265.6f 278.2f 280.4f *287f 310.7s 313.1s 329s
3................. 14.3 268.0f *281f *281f 288.6f 312.4s 314.4s 330s
4................. 14.3 268.2f *281f *281f 289.lf 312.2s 315.2s 330s

8.72 268.4s 272.lf 275 4f 9X7 fif + s

6................. 8.66 270.01 276.lf *284.2f 287.8s
8.65 265.0f 274.2f

8................. 8.43 *287s 289.3f

occurrance of 3, 3, 2, and 1 serine residues in the respective insulins and 
‘chains’. In all five cases the final total intensity of the FMR spectrum, Itot, 
was close to Ns + Nt, the total number of serine and threonine residues per 
molecule. Since the discrepancy is systematically >0 it may be evidence of 
a so far unidentified chemical reaction, but in view of the experimental 
uncertainty (10 °/0) of our intensity measurements we shall refrain from any 
interpretation of the difference which in no case amounts to 1 C()CF3 group

Fig. 1. 10 accumulated FMR spectra of hepta-trifluoroacetylated glucagon in CF3COOH. 
f = ‘fast’ — CH2OCOCF3 resonance, s = ‘slow’ > CHOCOCF3 resonance. The strong line at 3.01 

ppm/ internal CFC12CF2G1 is the 13CF3COOH low-field spin satellite.
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per molecule. Of whatever nature the possible change is, it is reversible by 
hydrolysis just as the trifluoroacetylation (vide infra).

In a physically denatured polypeptide the main determining factor for 
the chemical shift of a specific ‘serine’ or ‘threonine’ COCF3 group is the 
chemical nature of the adjoining amino acid residues. The fact that identical 
FMR spectra are obtained from hepta-trifluoroacetylatcd porcine and bovine 
glucagon is a first sign of their chemical identity. The occurrance of 7 sep­
arate peaks (fig. 1) verifies the chemical sequence determination2 inasfar 
as no serine or threonine residue is placed in identical chemical surround­
ings. The same conclusion applies to the insulins in agreement with Sanger’s 
formulae3.

IV. ’HMR Spectra at 100 and 220 MHz

A complete analysis of the 1HMR spectrum of glucagon is being published4. 
In the analysis, integrated intensities of a series of separate spectral bands 
were used as demonstrated earlier1,5 for the insulins. Thus, a specific spectral 
band consists of superimposed single protons resonances (p.r.) from a 
known number of protons in known positions in the molecule.

As a result of progressing trifluoroacetylation the polypeptide 1HMR 
spectra should be time-dependant. With glucagon as an example this is 
illustrated in fig. 2. Due to the reaction

XCH^OH + CF3COOH XCH^OCOCF3 + H2O

-HNCHCO- -HNCHCO-

X = Ha for serine X = CH3 for threonine

the 8 p.r. of the 8 in the four glucagon serine residues and the 3 p.r. of 
the 3 Hß in the three threonine residues should undergo downfield chemical 
shifts. From the analysis of the complete spectrum it follows that the spectral 
intensity between A and D (fig. 2) corresponds to 42 p.r. per molecule. Since 
the rapidly disappearing ‘shoulder’ between C and D corresponds to ca. 
6 p.r. whereas the slowly occurring band between A and B represents ca. 
2.5 p.r., one interpretation is obvious. This was fully confirmed by studies 
at 220 MHz (fig. 3). Here, the area between C and 1) corresponds to 10.5 
p.r. for a newly prepared sample. After a week (practical reasons pre­
venting observation after 2 days) this area had shrunk to ca. 3.5 p.r. so that 
ca. 7 p.r. have moved. Between A and B there are practically no signals at
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Fig. 2. Section of glucagon XHMR spectrum at 100 MHz. 2a: fifty accumulated spectra recorded 
1-3 11 after preparation of the solution in CF3COOH. 2b: fifty accumulated spectra recorded 
3-5 h after preparation. 2c: after 2 days. 2d: after hydrolysis (see text) and recording 1-3 h 

after dissolving in CF3COOH again.
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6 5 4 ppm
Fig. 3. Section of glucagon 1HMR at 220 MHz. 3a: single recording immediately after prepara­

tion of the solution. 3b: single recording 1 week (see text) after preparation.

the beginning, but after a week two distinct signals had appeared between 
5.66 and 5.90 ppm/TMS with a total intensity corresponding to ca. 3.5 p.r. 
These signals were positively identified as originating from threonine H^- 
prolons. By spin-coupling they produce CH3 resonance doublets at ca. 1.50 
ppm/TMS. One at a time these doublets became singlets by irradiating the 
glucagon sample at 5.668, 5.827, and 5.882 ppm downfield from TMS. 
Serine residues are unable to produce this effect (no CH3 groups).

Porcine and bovine glucagon identity was checked spectroscopically by 
demonstrating the identity of their 1HMR spectra at 100 MHz. To test the 
sensitivity the 0.02 m glucagon solution was afterwards made 0.02 m with 
respect to leucine, one of the amino acids occurring as residue. The expected 
spectral intensity changes were observed. The identity and the sensitivity 
checks were, of course, carried out after chemical ‘maturing’ for 2 days.
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V. Hydrolysis and Acetolysis of Trifluoroacetylated Glucagon

Upon hydrolysis one of the spectral bands of glucagon adopts its original 
shape (fig. 2). This is true for the entire spectrum, but the changes are far 
less in most other parts of the spectrum. Hydrolysis of 0.01 mmole of hep- 
tatrifluoroacetylated glucagon was carried out by removing the solvent 
CFgCOOH in vacuo, adding 1/2 ml of water and 10 /d of CF3COOH, shaking 
for 24 h, and finally distilling off water in vacuo at room temperature. The re­
maining glucagon was dissolved in CF3COOH and its FMR spectrum was 
immediately recorded. It showed a trace of signals at the location of the 
‘threonine’ COCF3 resonances and a somewhat larger, diffuse band at the 
location of the ‘serine’ COCF3 resonances, all amounting to ca. 1 COCF3 
group per molecule. Part of this is due to trifluoroacetylation starting afresh 
when glucagon is dissolved in CF3COOH. Another part is due to incomplete 
hydrolysis as seen by the occurrance of ‘threonine’ GOCF3 signals.

Once the glucagon derivative

(glucagon - 7 H) (COCF3)7

is available other derivatives become accessible. We have prepared what 
appeared to be

(glucagon - 7 H) (COCH3)^r(COGH3)s2er(COGF3)r

(ser = serine, thr = threonine). 40 mg hepta-trifluoroacetylated glucagon 
was dissolved in 250 /zl of CF3COOH, 250 /d of CH3COOH, and 20 /zl 
of water which catalyzes the exchange of COCF3 with COCH3. After 48 h, 
100 /zl of (CH3CO)2O was added, the quantity necessary to remove water 
chemically. After another 24 h the sample was evaporated to dryness in 
vacuo. 2 ml portions of di-butylether were repeatedly added and distilled-off 
in order to remove traces of CH3COOH which would falsify the next spec­
trum. The remanence was dissolved in GF3COOH and its XHMR spectrum 
was recorded. It showed a large, extra signal at the usual location of COCH3 
resonances with an intensity corresponding to 14-16 p.r. per molecule. Al 
4 h after the preparation of the solution the FMR spectrum was recorded. 
Practically no ‘threonine’ signals were seen, but a diffuse ‘serine’ signal 
corresponding to ca. 2 COCF3 groups was recorded, all as expressed in the 
formula above. There can be little doubt that complete acetylation and, in 
general, acylation is possible.

Unlike the COCF3 groups the CC)CH3 groups cannot be removed hydroly­
tically in slightly acid medium. After removal of the solvent of the sample 
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above, it was shaken for 24 h with dilute NaOH at pH = 11. Water was 
distilled-off and replaced by CF3COOH which was immediately distilled-olT 
in order to remove CH3COOH formed by the hydrolysis. The residue was 
slightly trifluoroacetylated glucagon as seen by the XHMR spectrum of its 
solution in CF3COOH.

VI. Biological Activity of Recovered Polypeptides

By immunological determination carried out at the NOVO THERA­
PEUTIC LABORATORY the amount of glucagon-like substance was found 
to be 45—55°/0. A more specific biological activity determination6 showed 
55°/0 activity (fidelity limits 48-62 °/0).

As mentioned above the average composition of our glucagon sample 
recovered by hydrolysis of the hepta-trifluoroacetylated derivative, was 
(glucagon - 1 H)COCF3. If one COCF3 group per molecule impairs biol­
ogical activity the maximum activity of the sample above would be 100(6/7)7 
= 35°/0. If, on the other hand, the introduction of C()CF3 groups in a poly­
peptide is of no or little consequence for its biological activity an established 
loss of activity must be due to a (so far not identified) chemical change not 
reversed by hydrolysis.

VII. Conclusions

The slowly occurring FAIR signals and the corresponding changes in the 
1HAIR spectra show that polypeptides dissolved in CF3COOH undergo 
chemical changes. The demonstrated trifluoroacetylation of all hydroxy 
groups in serine and threonine residues is thought to be typical.

After hydrolysis of hepta-trifluoroacetylated glucagon ‘genuine’ glucagon 
of ca. 50°/o biological activity is obtained. As mentioned in an earlier pu­
blication1 the same seems true for insulin. Therefore, although CF3COOH 
is a powerful chemical agent it may only cause chemical changes of minor 
biological importance.

The use of CF3COOH in preparative and analytical polypeptide studies 
taking advantage of NAIR techniques can be justified like this: 1 Its ability 
to dissolve at least a majority of polypeptides and many proteins. 2° The 
CF3C()()// p.r. is well separated from the polypeptide 1HMR spectra in con­
trast to //2O, F/DO, H3O+ etc. with p.r. occurring in the middle of the 
spectrum if aqueous medium is applied. 3° CF3CO()H is a very strong acid 
provoking maximum protonation of the solute. Without this (for instance 
by studies in aqueous media) solubility differences would necessitate work 
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at widely different acidities with accompanying changes of chemical shifts 
of the numerous protons in slow or fast exchange with the solvent proton(s).

The finding of a solvent supplementing CF3COOH would he of great 
value. (CD3)2SO is under observation, but the isotopic purity of the com­
mercially available compound is less satisfactory (although > 98°/0) for 
work applying accumulated spectra.

The easy access to trifluoroacetylated polypeptides here demonstrated 
opens routes to numerous derivatives differing in molecular weight, isoelec­
tric point, polarity, total electric charge etc. Since biologically activité po­
lypeptides can be retrieved promising perspectives for, for example, the se­
paration of naturally occurring mixtures of polypeptides by way of their 
derivatives are obvious.

Acknowledgements

We want to thank Dr. Jørgen Schlichtkrull, head of the NOVO RE­
SEARCH INSTITUTE, Copenhagen, and staff members of the INSTITUTE 
and of NOVO THERAPEUTICAL LABORATORY for gifts of highly puri­
fied insulin and glucagon, and for carrying out the biological tests.

We are grateful to VARIAN ASSOCIATES, Palo Alto, for access to 
their 220 MHz spectrograph during a short visit (by B.B.). The skillful 
help of mr. Lewis Cary in recording the spectra is gratefully acknowledged.

Thanks are due to mrs. Annelise Hallund of this laboratory for her able 
participation in the experimental work.

Note Added In Proof

Recent, not yet completed studies at 220 MHz and 25° (^ 10-15° as em­
ployed above) show that whereas the free amino acid tryptophane dissolved 
in CF3COOH is stable for at least 48 h, 1HMR signals from the aromatic 
protons of the tryptophane residue of glucagon start fading discernably after 
3 h. After 24 h the easily recognizable signal from H(2) of the tryptophane 
residue has disappeared. At present the nature of the corresponding chemi­
cal change is unknown. Also, it may or may not be reversible during the 
hydrolysis of ‘hepta-trifluoroacetylated glucagon’. This type of change does, 
of course, not occur for polypeptides such as the insulins with no trypto­
phane residues.
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I. Introduction

The improved experimental technique for determining phonon dispersion 
curves in crystals has made it possible to investigate them in great detail. The 
experiments have also revealed many interesting features of these curves, 
particularly in metals [ 1 j, [2], which (at low temperatures) are believed mostly 
to be effects from the conduction electrons. A proper understanding of these 
effects may, therefore, give valuable information about the microscopic pro­
cesses in these crystals.

The theoretical situation, however, is not so encouraging. The origin of 
of the major difficulty seems to be the splitting of the electrons into two physic­
ally quite different groups of either core electrons or conduction electrons, 
which already makes the electron problem difficult to treat in any kind of 
approximation. And since the energy associated with a lattice wave is a very 
tiny quantity (in the electron energy scale), the prospect of getting an accurate 
estimate of it is very uncertain. For instance, an extension to the lattice dyna­
mics of commonly used theoretical techniques [3] for calculating the electron 
band structure in the perfect lattice becomes very complicated. For that reason 
it seems to be inevitable that when doing phonon calculations, we have to 
rely on the construction of models at the very start, which generally is a very 
delicate problem indeed. An outstanding exception from this rule, however, 
is the so called simple metals [4J. In these metals the core electrons form 
closed shells around the nuclei and the radii of these shells are so small that 
the nuclei plus the closed shells can be treated in this problem as rigid point 
particles- the ions. The only dynamically important electrons in the problem 
are then the conduction electrons. This simplification has, however, to be 
paid for in terms of a complicated interaction between the ions and the 
electrons [5]. Still, it is possible in simple cases accurately to replace this 
complicated interaction by a suitable chosen local potential [6], [7]. Although 
a purely formal device, this potential can be constructed to reproduce the 
essential properties of the conduction bands.

1*
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In section II we briefly discuss the dynamical matrix for normal metals 
with simple lattices in this model, i.e. we assume that the ion-electron inter­
action is given by a local potential ne(r) = ne(- r). A more complete discussion 
of this model can be found in [8], [9]. The response-function for the electrons 
is expanded in section III and the most important terms in the dynamical 
matrix are discussed for the case where the effective periodic potential in the 
lattice is weak. In IV the R. P. A.-or Hartree - approximation of the polari­
zation operator is discussed and the first corrections to the Lindhard free par­
ticle expression are derived. The paper is concluded in section V with a 
brief discussion of the characteristic functions for these corrections.

II. The Dynamical Matrix

The Hamiltonian for the metal consists of three parts. First we have a 
purely ionic part for point ions with mass M and charge Ze interacting via 
a potential Ze2V/(r).

P2
III = 2 2'V((R+«(«,()- R'-u(H'.t)) (1)

R R,R'

where R and R denote the P-th ion with the mean position at the lattice point 
R and u(R,t) is the instantaneous position relative to this lattice point. N' 
means exclusion of the term R = R' in the sum.

The second part in the Hamiltonian is a purely electronic part (/; = 1) 

t* dr e2i*
He = \ — v yd(r, I) v ip(r,t) + ( \ ^+(r'/)y>+(r,/) n(|r - r'|) ■

» - -, ( -, )

• y(r, dr dr'

where ip(r, t) is the field operator for the dynamically important electrons 
and e2c(|r-r'|) is their interaction, typically equal to |r-r'|.e2

Finally we have the interaction between the electrons and ions given by

Hie = - Ze2^drue(R + u(R, t) - r) ç>(r,t) (3)

in this approximation. (ß(r, f) = yz+(r,t)yz(r,t)).
The total Hamiltonian is the sum of the three parts

H = Hi + He+ Hie. (4)
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Standard methods [9] give the following equation of motion for the R-th ion.

Mii(R, t) = - (z2e2 2' - R) - Ze2\dr Te(R - r)Q(r,/)} u(R, t) +

+ Z2e2 2' TdR - t) + Ze2 ( dr te(R- r)g(r,t)
R' J

(5)

where in terms depending explicitly on the ionic displacements we only kept 
terms linear in u.

In Eq. (5) means

Ti(r) = V v Vi(r);/e(r) = v ne(r); 7’e(r) = v v L’e(r).

In order to gel a consistent equation for the harmonic motion we have to 
find the electron density operator Q(r,t) up to terms linear in the displace­
ments «(/?, t) also. This is formally easily done with use of response techniques 
[10], [11]. When the ions are moving the term Hte in the Hamiltonian causes 
an external time-depending perturbation on the electron system

0U(r,t) = - Ze2 ^{ve(R + u(R,f) - r) - ve(R - r)} =
R

= Ze2 te(r - R) • u(R, I)
R

to terms linear in u(R,R).
This perturbation gives to linear terms in u a response in p(r,/)

ôp(r,/) = q(t, I) - Qo(r, t) = - iZe2 2 [{?o(r, 0, polX,/')] '

• /e(r' - R) u(R,t'}

(6)

(7)

where Qo{r,t) is the density operator in the case all u(R,R) = 0, i.e. in the 
ideal lattice.

By multiplying Eq. (5) from the right with m(7?oJo) and forming the 
statistical average, we arrive at the following equation

d2
M-— M(^o, /o)> =dr2

- {Z2e2 2'Ti(R R ) - Ze2 [dr Te(R - r)<^0(r)>}
R' J

<u(R,t)u(R0,t0)) + Z2e22' Ti(R R ) <u(R', t) u(R0, /0)> +
R'

+ Z2e4 2 j dr dr' dt' te(R - r) h(r ,t; r', t') te(r' - R') } •

• f) w(7?o Jo)>
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to terms linear in u. In Eq. (8) we have used the fact that 

- r) <^o(»’)> dr = I)

from the lattice symmetry. In Eq. (8) we have also introduced the linear re­
sponse function in the ideal lattice

h(r,t;r',t') = - i <[oo(r, t), Qo(r' ,/')]> 0(1 - t')

1 ; .r > 0

();.r < 0
(9)

Since h(r, t ,r', t') is a quantity determined in the ideal lattice it is a function 
only of the time difference and has the full symmetry of the lattice in 
its spatial indices. In particular this means that

h(r + R,r' + R) = h(r,r'). (10)

Before leaving this point we want to stress one property of the electron 
system which is important in practical applications. Since the change in the 
electron density is generally governed by Eq. (7), we get in particular for an 
infinitely slow uniform translation of all ions a (small) distance u

<P(r)> - <?o(r)> = - u-v <{?o(r)> =

= Ze2 I dr' dl' h(r ,t;r' ,1')-te(r' - R) u
R J

which implies
v <(?o> = - Ze2 y i dr'dt'h(r, I ; r', I') te(r -R).

R J

(H)

(12)

Bv the aid of this expression the second term on the R.H.S. in Eq. (8) 
can be transformed to

\ dr Te(R - r)(Qo(r)> = - e2 [ te(R - r) h(r,l ; r', t') • 
R'J

■ te(r' - R') dr dr’ dl'.
(13)

In case <po(f))> is independent of r, its gradient is equal zero, which means 
completely vanishing of this term. Toya has demonstrated [12] that this is 
a quite reasonable approximation in the simpler alkali metals. An inclusion 
of the effect from the periodic electron distribution gives only minor corrections 
in these cases 113J. In a more general simple metal, however, there is no hope 
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of expecting that it is so. When estimating this effect it is, then, important to 
fulfil Eq. (13) in order to get sensible results.

By Fourier transforming Eq. (8) and by using the property of (u(R,t u(Rq, 

/0)> to be a function of t-t and R R only one obtains the equation

[co2/- co2 D(ç, co)] <u(ç,co) u(ç,co)> = 0 (14)

where l)(q,a>) is the dimensionless dynamical matrix. Il is naturally split 
into two parts.

l)(q,w)  = I)i(q,(o) + Ds(q,(o) (15)

where Di stands for the part due to the direct ion-ion interaction and is in­
dependent of co, since we assumed an instantaneous ion-ion interaction.

D,(g) - T,(«-«')} -
4%A r'

x (16)
; 2{Vi(Æ+ç)(Æ+ç)(Æ+ç)- Vz(Æ)ÆÆj 
4% R

with K a vector in the reciprocal lattice. The term Vt(K)KK with K = 0 in 
Eq. (16) is so far not defined, but we can think of it as the limit q -> 0 of V)(q)qq. 
We shall later see that it is exactly cancelled by a corresponding term in 

„ 4%Z2e2Ar
l)E(q,w). In Eq. (16) Ar is the ion density and co“ =------ is the classical

plasma frequency for the ions. With the ion-ion interaction known, this part 
of the dynamical matrix is readily calculated and no particular attention is 
paid to it in the following.

Similarly the electronic part of D(q,w) is written

/ls(ç,co) = - —— 2
4%Ar r'

where 7i(r,r',co) is the Fourier transform in time of the response function h. 
For subsequent use we introduce the function

(* c/co . ,
0(r,r',/) = <[oo(rj), qo(r', ())]> = \—0(r,r',co)e lC0t. (16) 

,12%

It is readily seen that </>(r,r',co) is real, odd in co and symmetric in its spatial 
indices. From the spectral representation of the stepfunction
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i da) e0(t) = i\----------- (<5 = 0+) (19)
12 co + id

and the formal identity
1 1 . e- P —ijtö(o)), (20)

CO + IÔ O)

where P means the Cauhy principal value, the function ø(r,r',co) enables 
us to write the response-function 7z(r,r',co) in the following form

f dw' d>(r, r , ad) i r 
h(r,r',a)) = P\----  — - — <d>(r,v ,ap). (21)

J ‘lit a) - a> 2

For real co we have in Eq. (21) 7z(r,r',co) written in a real part even in co 
and an imaginary part odd in co.

When dealing with the strongly screening electron system it is in practice 
convenient to introduce another response-function II instead of h . This can 
be done by defining the effective potential 57’eff acting on the electron system

ôUeft = ôU + e2vô^y (22)
and by defining II from

5<e> = //ôl/eff = hôU, (23)
which implies

h = H{I-e2vH}~1. (24)

So defined, H(r,r ,ad) is related to the local polarizability of the electron 
system and the dielectric operator of the system (with the ions fixed at their 
lattice sites) is given by

e(r, r', co) = 1 — e2vH(r,r',ad). (25)

The properties of h found earlier and the symmetry of u give to H the 
following features

Re//(co) = Re//(—co)

Im//(co) = - Im //(-co) , (26)

77(r, r') = Il(r',r) = H(r + /?, r' 4 /? ).

In order to preserve the symmetric form of l)E^q,a)) in Eq. (17), we shall 
make a small adjustment in Eq. (24). Ry writing

and
» = Q-Q

x = - QHQ

Ç2T)

(28)
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(the minus sign is only for convenience) Eq. (24) is transformed to

(29)

De(<1,ü>) can now be written in the symmetric form

Ds{q, co) -
1 v fpe(A'+ q)(K + q)
4^k,a| |/p(Æ+ç)

e2x(œ) pc(Æ' + g)(Æ' + ç)
K + q \---------------- \K + q

1 + e2x(co) * ]/v(K' + q)

_^K)K k e2*(0) ve(K')K'\
|/p(K) 1 + e2x(0) ? J/p(à") J

(30)

where again we may define the terms containing q = 0 ; K and/or K = 0 by 
a limiting procedure. We have in Eq. (30) used Eq. (10), which tells us that 
h (and x) has the following form in Fourier space

h(r,r') = 2 \~<K+ q\h\Kf + q>ei{K+<1)r-i(K' + (1}r' (31)
A', K J (27l)3

where the integration is only over the first Brillouin zone.
In metals we expect the clement (q\H(())\q} to be finite when q tends

toward

and of

1zero. This gives a singularity of order — in the element <ç|x(0)|ç)
1 " q2

order - in the elements <Æ+ç|x(0)|ç) (Æ + 0), ail other elements
9

staying finite. Clearly this is a manifestation of the complete screening of a 
static, macroscopic long wave external perturbation we have in a metal.

give one eigenvalue 7?o of

1
the matrix x(0) of order — and the corresponding eigenfunction tpo q2 ?->0

This result implies that all terms in the second sum in Eq. (30) with K = 0, 
K +0 or vice versa are equal to zero, since all other factors stay finite when 
q tends toward zero. The term with both K and K' equal to zero, however, 

e2x(0)
gives lim <ç| |ç> = 1 and since all potentials (including Vf) have

g-^o l+e2x(0)
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Fourier-transforms tending to for small 7, we get from this term a con- 
72

tribution to De equal 1 which exactly cancels the corresponding contribution 
to Di in Eq. (16).

If we try to find non-trivial solutions to Eq. (14) as it stands, we observe 
two disturbing difficulties not present in a Born- von Karman treatment of 
this problem. Primarily, we have the dynamical matrix in Eq. (14) not 
Hermitian and it also depends on the eigenvalue we are Irving to lind in the 
equation. Our solutions are no longer the three real roots in a cubic algebraic 
equation. We know, however, that in actual cases there are three solutions 
to Eq. (14) which we associate with the phonon vibrations. Now, the obvious 
way of obtaining only three solutions to Eq. (14) is to completely neglect the 
ca-dependency in Dsiq^o) and thus to discard all possible other solutions to 
it. But putting co = () in D(q,w) means adopting the adiabatic approximation 
and this seems, thus, to be the natural starting point when dealing with the 
phonon problem (low co case). Since />( <?,()) is real, this means that the peaks 
in the correlation function <u(co) w(co)> in that case become d-functions and, 
consequently, are quite non-physical. W’e may, however, improve upon the 
adiabatic solution by treating corrections to it as a kind of perturbation in 
the low co case. To lowest order this correction means including an imaginary 
part (linear in the adiabatic co) in the dynamical matrix, thus introducing a 
finite lifetime of the excitations or a width of the peaks (even in the harmonic 
approximation). One part of our problem is, accordingly, to investigate to 
what extent this procedure is practical to follow, i.e. to show that the non- 
adiabatic corrections are small.

There is also another difficulty in Eq. (30) not present in the simplest 
Born- von Karman treatment. WTe have even in />æ(ç,0) in Eq. (30) to deal 
with a double sum in the reciprocal space. This means in particular that 
we cannot in general find a local effective ion-ion interaction to use in a Born- 
von Karman calculation.

III. Expansion of the Response-Function

In connection with Eq. (13) we mentioned that - even in simple metals — 
we are not generally allowed to neglect the effect from the periodic part of 
the undisturbed electron density <eo(r)>- This implies that x(r,r') is not 
generally a function of r - r' only. The problem of calculating DE^q) becomes 
then much more difficult. Experimental and theoretical results indicate [ 14], 
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[15], however, that in some cases of interest the matrix x is quite close to 
being diagonal in a plane wave representation. In such cases an expansion 
of the matrix h seems to be feasible and the problem is to lind ont which 
terms in the expansion are of most importance in l)E(q)-

By writing
x = A + 13, (32)

where A is the part of the matrix diagonal in a Fourier representation and 13 
is the supposed small purely non-diagonal part, we get formally

e2x x 1
------ = z- 2 
1 + e2x n = o 1 + e2A

In order to judge which terms in this expansion are of most importance 
in Ds^q), we need some kind of expansion parameter in our problem and 
then to collect all terms of a certain order in this parameter. A natural choice 
of this parameter seems to be to consider the periodic part of <£>o(r))> as small 
(say, of first order) compared to the mean (uniform) value of <^o(>")> = AZ. 
This means that the periodic potential in the ideal lattice acting on the electron 
system is small (of the same order) compared to the kinetic energy of the 
electrons. For all important Fourier components V(Æ) of this potential we 
then must have

Å-2
\\K) « Ef - ./ (34)

2 m

(Ef is the Fermi energy of the electron system). But from Eq. (12) we lind 
that this means

Ze2Nve(K) « Ef. (35)

This inequality implies that the function ue(k) decreases more rapidly for
increasing k <

1\
with p(r) ~ - ]

any K than the function f(E), since for metals of interest 

we have Ze2Nv(K) of the same order as Ef for the first (and

most important) reciprocal vectors K. For a small q we can from these ob­
servations find the most important terms in the series in Eq. (33), when it is 
used in Eq. (30).

In ease n = 0 only the diagonal part A enters. When combined with the 
unit matrix the contribution to I)E(q) from the term K = 0 is very large and 
gives mainly a cancellation of the corresponding term in Di(q) in Eq. (16). 
The remaining part of this contribution is, however, very important and is
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in a certain model of the metal entirely responsible for the sound velocity

(Bohm and Staveb [16]). Their value for this rest is — • (72.ZeAV 1 For terms

with K + 0 in the diagonal part we get corrections to this value of order
F(Æ)V
Ey /

compared to 1. Thus, this is the order of the corrections we can expect 

from the non-uniform electron distribution
From the term with zi = 1 in Eq. (33)

in the perfect crystal.
and with li containing a factor

V_(Æ) 
Ef

we get clearly contributions to I)é'(ç) of this order from elements with

either K or K' equal to zero. All other terms (both K and K' 4= 0) are a factor
V(Æ)
Ee

smaller.

Similarly, we find contributions to DfåQ) of this order in the term with 
n = 2 in Eq. (33) in case both K and K are equal 0. All other terms in the sum

are at least a factor 
terms with zz > 3.

V(Æ)
Ef

smaller. So is also the case for all contributions from

Consequently, in order to take a consistent step beyond the approximation 
of Boiim-Staveb (and Toya) regarding the electron distribution in the crystal 
we have to include all terms of the same order discussed above (at least for 
small </). This means that for small q we have at least to consider the first 
“row” and “column” in the matrix + ç)(corresponding to cither
K or K' = 0). So much about the small q case. But what happens when q 
increases and approaches any zone boundary? This is a more difficult question 
to answer. However, the crucial point in the arguments above is the behaviour 
of the function ne(Æ). For k equal to any of the important reciprocal lattice 
vectors we have assumed the value of this function to be so small that the ratio

Ze2Nve(k) Zc2Ni>e(k) V(K)
Ef Ef(1+c2A(Æ)) Ef

is a suitable expansion parameter. But for k lending to zero the expression 
Ze2Ni>e(k)

E>(l + e2A(Æ))
tends to order 1. Of importance is then for what value of k

this change of order lakes place. If it happens for a k well inside the first 
zone the arguments above hold for any q in the first zone. Although this is 
— so far - an unsettled point, we shall in the following as a proviso assume 
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that this is the ease and consequently assume that the terms kept in l)E(q) 
for small q contain uniformly in the whole zone all terms of importance. That 
means we are extrapolating the condition in Eq. (35) to the more general

Ze2N ve(K + q) « Ef (36)

(K 4= 0 and any q in the first zone).
Then, the tentative form of l)E(q) becomes as follows

DE(q)
I I !>[(«■+ q)(K+q)(K+q) e^A(K+q) 

I'fKrq) ]+e2A(K+q)

v^K)KK 
k »(K) 1 + e2A(Æ)

v£K + q)Oe(q) q(K + q) + (Æ + q)q e\K + q\B\q) 
[z;(K + g)u(g)]1/2 1 + e2A(K t- q) 1 + e2A(q)

y, i^(q)qq 

k i’(q)

_e^<K+q\B\q^_____ I
11 + e2A(g)]2[l + e2A(K + <?)] | öso + Dei + De2

(37)

where we have suppressed the co-dependency. In Eq. (37) we have also 
discarded the term K = 0 (indicated by 2 ) in the second sum due to the 
cancellation from J)i discussed earlier. The symmetry of the matrix B is 
also used and an obvious notation for the diagonal elements is introduced. 
We observe that in Eq. (37) the contribution to DE(q} from the static electron 
distribution <@o) (the second sum) contains only the diagonal part of z. We 
further note in Eq. (37) that the periodic property in the reciprocal lattice 
of the complete l)E(q) in Eq. (30) is lost when doing this small q approximation. 
In order to reensure this property one needs consider the complete matrix B 
in the contribution from the n = 1 part (the third sum in Eq. (37)) and at 
least an extension of the last sum in Eq. (37) (contributions from n = 2) by 
replacing q with K' + q and do the sum over K'. If we make these extensions 
in Eq. (37), we have, however, to adjust the contribution from <po> in order 
to satisfy Eq. (13).

IV. Approximation of the Polarizability Matrix

In Eq. (23) we introduced the irreducible polarization operator for the 
electron system in the ideal lattice. In order to make an explicit calculation 
we have to know this quantity. However, no closed form for it is known even
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in the fairly simple model of the metal we have adopted here. Consequently, 
we have to rely on more or less realistic approximations. The simplest non­
trivial approximation we can adopt is the R.P.A. or Hartre approximation 
117], [ 18], [9], which is the first term in an expansion |19|. In that case we 
have (co real)

77(r,r',co) = 2 MrWM<Mr')9’*(r)
i, j

(d - 0+)

I I
- Ej + co + Ml (38)

where f(Ei) = (1 + e^(Ei 1 I ß = j is the Fermi factor and <pc(r) is the 
\ kuTI

wavefunction for the single particle electron state with energy Et. It satisfies 
an equation

I A Ij- — - V(r) (39)

Although this seems to be a rather crude approximation, since not even 
exchange effects between the electrons arc properly considered, its effect in 
Eq. (25) can be substantially improved by a proper choice of the potential 
v(r). So it is possible in this way to cover the commonly used approximate 
inclusions of exchange and correlation effects [12], [13], [20], [21] and [22], 
V(r) is in Eq. (39) the effective one-electron potential in the ideal lattice 
and has to be consistently chosen. It has the full symmetry of the lattice ami 
can be written

V(r) = Y'V(Æ)e/K r with V(K) = V(-Æ) 
A'

(40)

in the cases considered here.
We have in Eq. (40) ignored the uniform part, since it has no dynamical 

effect and can be subtracted in Eq. (39). With <^o(>*)> supposed to be almost
uniform, we are led to make a perturbation expansion of Ei and (fi in eigen­

functions eîfe r = <r|Ä> to the free electron operator //o 
extended zone scheme we get (neglecting spin)

A
. In an

2///

?(*■>•) - WÏV/41 + T‘Xk.K)e‘K -}elk 
A ( R ) K

(41)

with 1231 and [19]
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and

c(Æ.Æ) = 2 <Æ
n = 1

ÆlpÆ><fel -1
\E(k) - EI0

\k>

E(k) = f(Å) 1 <*|V \E(k) - /A,n

(42)

(43)

In Eq. (41), N(k) is the normalization factor and with c/(k,r) normalized in 
a nnit cube, we get

N(k) = 1 + 2'I<^,Æ)|2. (44)
K

The reason why we have used this Wigner-Brillouin expansion in this case 
rather than a Rayleigh-Schrôdinger expansion is because in the latter we get 
singularities for states close to the Bragg planes.

The zero order terms in these expansions give the usual Lindhard [17] 
expression for xo. It is of interest to find corrections to low order in V to this 
function. In order to do this we have to study quantities as

<K+9|M(fc,*')|K' + «> - <9>(Ä)|e-‘<K+’>>(*')>- J

To zero order in V, with (p(k) and ç?(Æ') equal plane waves, these quantities 
obey a simple momentum conservation rule and are equal to ô£+
In other words, all non-zero elements of Mq are equal to one and then assume 
the biggest possible value, due to the simple dynamical properties of a free 
electron when acted upon by an external plane wave. For more general states 
|ç?(Æ)>, \(f>(k')> , however, we get a more complicated conservation ride and 
lhe non-zero elements are no longer constants. With the state \y(k)> = 
|Ä > + 2'0(k,K)\K + k >,where ô(Æ,Æ) is of order V, it is seen that to first 

K
order in V this effect sets in only in case K 4= K in Eq. (45). The first order 
correction to the Lindhard matrix xo is consequently purely non-diagonal, 
while the first correction to the diagonal elements is of higher order in V. 
But from the discussion of the approximate dynamical matrix in Eq. (37) 
it is obvious that what we consistently need there is just the part of B linear 
in V. Furthermore, it is clear that the only place in Eq. (37) in which we have 
to consider the first correction to the diagonal elements is in the important 

. . e2A(<y)
term with K = 0 in the first sum, i.e. in the term containing------------- . We

1 + eM(ç)
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shall in the following include the correction of this term in the second order 
part De2 in Eq. (37) and thus by Deo mean the expression where xo is used 
throughout.

In the following we concentrate on the real part of II and get, by using 
the expansion in Eq. (42), the following expression for the non-diagonal 
element.

<ç|H(co)|Æ
f(E(Ä))-/(£(*')) 

E(Æ) - E(Æ') + co

âÿæwâ'){[c:!:(Æ/,Æ) + c(k’ ~K)]ôkk'+g+ |c(Æ; ~K} + c*(k’K^•
(4G)

where the factor 2 is from lhe trace over the spin states. We have in Eq. (4G) 
only kept terms that can possibly give lowest order contributions at least in 
cases where q is not close to a Bragg plane 'IK' • q — K'2 = 0 with K parallel 
to K. This restriction on q appears, because we have in Eq. (46) neglected 
terms of the second and third degrees in the c(Æ,Æ):.s. These neglected terms 
can, however, be of order 1 for states k and k' in narrow intervals of thickness

around Bragg planes and the sum over these states may then give 
K

contributions of order V(K) in case f(E(k)) =«= 0 and /(E(Æ')) = 0 (or vice 
versa) in these regions. Therefore, lhe restriction is of importance only in 
cases where the Fermi surface is intersected by any Bragg plane. Bid even 
in these cases, we are going to neglect the restrictions and consider the expres­
sion in Eq. (46) as generally valid for all values on q, since the corrections 
for q within a narrow region close to the Bragg planes discussed can be ex­
pected to be quite small. Effects of this kind are obviously to be expected, 
since the matrix H has a zone-structure in the periodic lattice and a represen­
tation of this zone-structure in the extended scheme leads to “rounding off” 
effects at the Bragg planes, which give a smooth function in the reduced scheme, 
when the pieces are brought together.

From Eq. (47) we get lhe desired part of lhe matrix B linear in V(K)

e2<ç|/î(œ)|Æ + q> su e2<ç|xi(œ)|Æ + q) = -- [p(ç)l>(Æ+ç)]1/2 —— • UifKg.w) 
H2Ü0 EO

ko Ze2N\
n2(io § £o /

(47)
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where ao is the first Bohr radius in hydrogen and co =

Fermi energy at T = 0. In Eq. (47) zzi is the characteristic first order function 
of order 1, which is given in the appendix in zero T case.

From the expansion in Eq. (42) we also get the following expression for 
the diagonal element of H

<.g\H(m)\g, - ‘IP V
k, k'

f(E(k)) - f(E(E)) 
E(k) — E(k') + co

■ k+’ - 2' +
I k N(k)y(k)

ôk̂ K+q I
+ 2'“vc^v^Jc(Æ’Æ) + c:i:<Æ,’-Æ)|2 F 

k N(k)N(k )

(48)

Again this expression contains all effects of the desired order except 
possibly when q is close to a Bragg plane.

In Eq. (48) the first 4^4 q gives in the free electron case the Lindhard 
formula. It is, therefore, convenient to subtract this part and get the necessary 
corrections explicitly. We write

2p /■(E(fe))-/(E(^))dfo + q 
E(k) - E(k') + œ k' kk^(k) - e(k') + co

[/(*) - /(Â-')|
E(Æ)

1

E(k') + co

1
s(Å’) — e(k') + co

9(k)-g(E) I ôk + q 
E(k) — E(k') + coj k'

(49)

where f(k) = f(e(k)) = {1 + eß^k) ~ and g(k) = f(E(k)) - f(k). The first 
term in the curly bracket on the R.H.S. in Eq. (49) gives obviously the 
Lindhard formula and the remaining parts are corrections to this value due 
to corrections of the energies in the denominator (but with still the free electron 
Fermi factors) and the corrections of the Fermi factors respectively.

The element {q\x\qß can now to second order in V(K) be written (with 
the restrictions on q mentioned in connection with Ep. (48)) 

U2(K,q,w)\

= e2(q\xo\qy + e\q\x2\q)
Mat.Fys.Medd.Dan.Vid.Selsk. 37, no. 9.

(50)

2
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where the dimensionless function ii2( K,q,o)) is the characteristic function for 
the correction to the Lindhard formula that is characterized by zzo(//,<x>). In 
the appendix we have determined the function 112 in the zero T case.

It now only remains to relate consistently the potential V(r) Io the inter­
action pe(r). This is easily done, since in the tentative dynamical matrix in 
Eq. (37) we shall put in the zero order matrix *0 in the terms containing the 
static electron distribution (the second sum). From Eq. (22) this im­
mediately gives with ôL\K) = — Ze2Nve(K) and ôUeft(K) = — V(K)

V(K) =
Ze2Nue(K)
1 +e2zo(Æ)‘ (51)

The simple form of Eq. (51) is naturally only valid for the form of I)n(q) 
given in Eq. (37). If we alter this form, for instance by including terms in 
order to preserve the periodic property of Dß(^q) in the reciprocal lattice, we 
have to alter Eq. (51) as well.

V. Discussion

In this section we shall briefly discuss the functions «i and U2 obtained 
in the appendix in the zero T limit. For simplicity we only consider the adia­
batic expressions in the two cases, which — as we indicated in the appendix - 
is quite sufficient to do in connection with phonons.

The symmetry of the dielectric matrix gives the following general structure 
for iii

Ui(K,q') = ivi(K,q) + Wi(K, - (K + q)) (52)

Since K is an axis of symmetry in iii, it follows from Eq. (52) that iii has 
the following symmetry plane

2Æç + Æ2 = 0. (53)

It is therefore sufficient to investigate the function zzi for K and q in a half­
plane. In this plane the intersection with the plane in Eq. (53) generates a 
line of symmetry.

It is of particular interest to observe the difference between the two cases 
Zq > 1 and Zq < 1 . This difference is already emphasized in the definition 
of the function zzi. The integrals Zp- in Eq. (A 13) have two different functional 
forms depending on whether the functions Ri(Zj') are negative or positive. 
And as is seen in Eq. (A 31) all these functions Ri(Zj') are essentially equal
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Fig. 1. Figure showing the intersection in the K-Q-plane of the surfaces where ul (and u2) have 
nonregular behaviour (heavy lines). The dashed figures show the intersection with the zone as 

indicated in the inset.

in the adiabatic limit. But, for instance, 7?i(Zo) < 0 means that the inter­
section between the singularity planes 2Kk - K2 = 0 and (for a> = 0) 2k q + 
+ q2 = 0 in Eq. (A 5) penetrates the Fermi sphere. Accordingly we cannot 
have J?i(Zo) negative in case Zq > 1 , since Zq > 1 means that the plane 
2K k — K2 = 0 is entirely outside the Fermi sphere. There is consequently 
an important qualitative difference between metals with a Fermi sphere 
extending outside the first zone and those with the Fermi sphere completely 
inside the zone. This is one reason why the polyvalent metals is felt to be 
much more interesting than, for instance, a metal such as Na.

In order to demonstrate easily the behaviour of the function m, some 
relevant curves have been drawn in Fig. 1 for the case K = 2 and 2Ao = 2.2545 

2tc
in —, which is a value appropriate for Al.

a
K is here the axis of symmetry and the circles around 0 and O' are the 

traces in the K - ç-plane of the “Fermi spheres’’ (radii 2Å’o) around 0 and O'. 
M is the intersection with the plane in Eq. (53). The locus for points making 
Ri(Z;) = 0 is also shown. This locus is a circle with diameter OA' and centre 
at Alt which thus touches the “Fermi spheres” at the points A and A' (note 
the folded part). The heavy parts of the circles in the figure give the loci for 

2*
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points where there are infinities in the derivative of ui. The parts along the 
“Fermi circles’’ are to be expected, but it is interesting to note that along the 
circle around Mi there are also such points between A and A' and moreover 
with stronger infinities. The formal reason for these singularities is easily 
located. Approaching the circle Mi from the inside means that the functions

to the sum in Eq. (A 32). When the factors are considered, a rapid increase 
is found in the contribution from the sum of A; there. On the circle the con­
tribution is zero. If, however, the circle is approached from outside, then 
Ri(Zj) tends to +0 and the integral are given by hyperbolic area functions 
which themselves go to zero on the circle. These arguments apply for all 
points on the circle between A and A', since there is no change in sign for the 
contributions from the cyclometric functions along A — A'. This can be seen 
to be the case, since for any of the integrals the following sum rule applies 
for the arguments involved in Aj.

(54)

Eq. (54) demonstrates that on the circle around Mi where Ri(Zj) = 0, 
the quantity (a + Z«Z;) cannot become zero unless Zt or Zj equals ± 1 . 
This never happens between A and A': at A (or A'), however, Z3(or Zi) equals 
1 and there is a change in the sign of Ao and A2 (or Ao and I12). Along AO 
and A'O', and also along the folded continuation, this edge effect therefore 
disappears. A2 and A2 change signs again at R (or A') where IZ2I = 1 , but 
these sign changes cancel, making the function smooth there.

Physically this edge-effect arises from the discontinuity in the expansion 
coefficients of the electron wave function at the Bragg planes. In the present 
treatment these discontinuities are infinitely large, since for the integrations, 
the finite coefficients (in a Wigner Brillouin expansion) have de facto been 
replaced by the singular coefficients in a Schrödinger expansion. Consequently 
the form of ui used does not give a correct reproduction of the real behaviour 
of the matrix element <ç|xi|Æ + ç> for values of q close to this edge. This 
form of ui can only be expected to give the correct behaviour of the true 

V(Æ)
function up to a distance of order Aq = -Ao from the edge. The approxim­

ation made here yields a function connecting continuously (but with infinite
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slope at the edge) points on both sides of this edge. However, even in the real 
case a rapid variation in the nondiagonal terms of the dielectric matrix can 
be expected for values of q in that region. It is therefore of interest to find 
out whether or not this property is observable in the experimental measure­
ments. What makes the situation so interesting is that points on this edge are 
not in general close to any “ordinary” Kohn point, where the following should

Instead the relationship is of the form [25]

apply [24].
(K + q)2 - 4k2 = 0. (55)

(K + q)2 - s24Å'o = 0: with ,2 = \K* <Zl2
K2q2 (56)

Although this condition is identical with the condition given by Taylor in 
the limit of vanishing deformation of the Fermi sphere, the reason for the 
effect is entirely different in this case. In his treatment Taylor considers the 
matrix elements as slowly varying functions and attributes the effect to the 
shape of the Fermi surface (through the energy of the one-particle states), 
but here to lowest order the effect is seen to be due to the rapid variation of 
the matrix element and present even for a spherical Fermi surface.

In Fig. 1 some traces in the K - q-plane of the first zone in a f. c.c. lattice 
have been drawn. It can be seen that the curve A - A' is rather far out from 
0, in a region where the influence on the dynamical matrix from elements 

+ g> is expected to be small. In any case it is clear from Fig. 1 that 
the regions of particular interest are those around A (or A') and also around 
the intersection M2, where two singularities are added. It is also of interest 
to observe the detailed shape of the function iq close to the edge along A - A'. 
In Fig. 2 some results of an accurate computation are shown for some values 
of the angle between K and q. In Fig. 3 results are shown of a more extensive 
computation of iq close to A'. The edge-effect is seen to set in for

ci cos 6 >------ « - 0.8871.
2Z-o

Around M2 the function is found to be quite smooth. It is almost impossible 
to detect the logarithmic infinities in the slope, even in a very detailed com­
putation. However, in both these regions around A' (and A) and M2 the in­
fluence from the neglected terms in Eq. (46) can be expected to give com­
paratively large “rounding off” effects and the results given here have for 
that reason to be interpreted with some care.
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Fig. 3.
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In the case Zq > 1 , lhe function Hi becomes much less dramatic. In this 
case the point 0' in Fig. 1 lies outside the circle q = 2ko, and Ri(Zj) > 0 for 
all values of q. Hence the edge-etfect does not appear in Ibis case and only 
the logarithmic infinities appear in the slope on the circles q = 2ko and |Æ + ç| = 
2/co. In Fig. 4 lhe result is shown of a computation for Al in the case K = 21/2.

There is a third possibility, namely Zo > 2 : lhe two circles al 0 and O' 
in Fig. 1 then lie completely outside each other. This alternative has not been 
investigated in detail, but nothing of importance is expected to happen in this 
case cither.

In the appendix the function uz(K,q) is split into two parts so that the 
trivial effect from the change in the Fermi energy is treated separately. We

u2(Æ> ?) = «2<Æ> 9) + »2 (Æ- ?) (57)

where u2'(K, q) gives the isotropic effect from the decrease in the Fermi energy 
and is given in Eq. (A 30). The more interesting part u2(K, q~) is in the appendix 
written as follows

Ua(Æ,ç) = i{w2(K,q) + w2(-K,q)} (58)

and is also given in Eq. (A 30). Due to the axial symmetry of u2 around the 
direction K and its evenness in q it is again only necessary to consider K and 
q in a plane, and this time only for values of ci satisfying 0 < ci < 1. Of 
interest to us here is the behaviour of «2(^9) for rather small values of q: 
say for q within a sphere inscribed in the first zone, since it is only for such 
</:s the corrections from «2 are expected to be significant. This restriction is 
important because both the expressions in Eq. (A 30) are singular for ç:s 
outside this sphere. The singularity in u2 is obvious at Zi = 1, which means
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Fig. 5 and 6. The second order functions u'2 and u" for some values of K and the angle 0.

1when <7 = 2Â-o. In 112 the factor —= produces singularities along the arc of 
I Æ10

the circle at Mi denoted by A - A' in Fig. 1. This arc also has to be reflected 
in the line A — 0 in order to give the total picture in this case. The singularities 
are naturally quite non-physical, and indicate that the element <ç|x|ç> cannot 
be expanded in a power series in V(K) at zero temperature, which might be 
expected from Lindhard’s formula. They have to be removed if the function 
112 is to be defined all over the K - g-plane. This removal requires among 
other things a more careful investigation of the contributions to 112 from states
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close to the zone boundary. At any rate, the expression given would suffice 
here because the correction is only being considered for small q well inside 
the first zone.

The qualitative difference between the cases Zq < 1 and Zq > 1 is more 
marked here than in the first order case. In Figs. 5 and 6 some results of a 
calculation for K = 2 and K = 2|/2 ; 4; have been collected, using the value 
of 2Ä-0 = 2.2545.

The significant difference between the two cases is this that for Zq < 1, 
is comparatively large and negative for the relevant values of q (it 

becomes positive for larger g) whereas for Zo > 1, ii'2(K,q) is positive. This 
means that in the Zo < 1 case there is a comparatively strong reduction of 
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the dielectric function for small q. The effect from terms with Zo < 1 is then 
to increase the frequency of the longitudinal phonons, contrary to what might 
be expected for the effect from the lattice potential. For Zo < 1 there are also 
interesting peaks with infinities in the slope to the left, at points where |Æ + q\ = 
2Å’o. The infinities are here of the same logarithmic kind as those found in 
the function ui(Æ,ç) al these points.

In the case Zo > 1 , however, the function m contains little of interest. 
For all relevant values of q, 112 > 0, and as in the case of ui there is a weak 
singularity in the slope at Z3 = 1. (Seen in Fig. 6 for K = 2|/2.) For still larger 
K the function u2 becomes practically isotropic for all values of q of interest. 
This is also seen in Fig. 6 for A = 4. There it can also be observed how fast 
the physically interesting quantity u2 + u2 goes to zero. For K = 2, this quantity 
is numerically of the order 1 at q = 0. But already for K = 4 it has decreased 
to about 0.01 , and for Ä = 6 it has gone down to about 0.002. This rapid 
convergency even in the function 112 indicates that no practical problem will 
arise in the performance of the sum in Eq. (50).

The model developed in this paper has been applied to aluminium by 
the present author and A Westin. The results of the calculations are col­
lected in: On Phonons in Simple Metals II, AB Atomenergi, Studsvik, Ny- 
köping, Sweden, Beport AE-365 (1969).
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Appendix

Our problem is to lind explicit expressions for the various functions lit 
introduced in the text.

For completeness we include also the Lindiiard [17] expression for uo(</)-
From Eq. (49) we have (q an arbitrary vector in the following)

A’o 
tzAzo

where

which gives

• p(q)u0(ç,tt>)

zz0(c/,co) = 1
2nko }2k - q + q2 ± 2mw

u0(q,M) = — (1 - Z2±)ln
1 +Zi±
1 - Zi±

(Al)

(A 2)

(A3)

q
in the zero T case. We have in Eq. (A 3) put Zi =----
shall add the expression for Zi+ and Zi-.

co
----- and

4£OZ1

For the first order element we get from Eq. (46) after removing a factor 
V(Æ) in the coefficients c(k,K) in Eq. (42) and passing to the limit 7=0 in 
the remaining expression

kn K )
e2<ç|xi(co)|Æ+7> = —------- [zi(7)z;(Æ+ç))1/2zzi(Æ,g,co)

n2ao £o
(A4)

where
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1

1 1 1

1 1

A'o
ui(K, q,a>) = — P

2 71
I IWdk\

J I 27? • q + g2 ± 2/nco

(A 5)

with the P symbol extended to all singularity planes.
In order to integrate this expression in the zero T limit we choose axes 

and variables as follows

K = 7<(0, 0, 1); q = q($i, (), ci)

Æ + ç = |Æ + ç|(.s3, 0, c3)

k = A-o(gcosç?, gsin92,Z); dk = P^dZq dq dq.'

and are also going to use the following notations

K co
Zo = — ; Z1± = Zi ± r as earlier 

2Â’o dsoZi

K(K + q)
z2 = - = Zo + 2ciZi42.274:Aoz,o

l_K+9l
2A-0

co
±

3 4e0Z3

From (A 6) and (A 7) we get the relationships

Zo + ciZi
Z3

Alter performing some simple integrations, we get for 7' = 0

lll(K,q,(o) =
1 - Zo

(c3Z0 Z3±) •

1 +Zo
• In +

1 - Zo

(ciZo + Zi±)ln

Z + Zo

Z - Zo
i

P
-1

(A 6)

(A 7)

(A 8)

(A 9)
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where
/?1±(Z) = Z2 + 2c1Z1±Z + Z2± - s2 

^3±(z) = Z2 + 2c3Z3±Z + Z3± — ,s3.
(A 10)

The integrations in Eq. (A 9) are only over real values of the square-roots 
which are interpreted in these intervals as follows

|//?1±(Z) = sgn (C1Z + Z1±) I Ä1±(Z) |1/2 

|/t?3±(Z) = sgn(c3Z + Z3±)|7?3±(Z)|1/2.
(AH)

By writing the integrand

lywy)
Z-Zo

=------------{«i±(Zo) + «;±(Zo)(Z - Zo) +
|/ä1±(Z)(Z-Zo)

(Z-Zo)2} where ft'1±(Z0) = ('

and similarly for the others, we get after performing the integrations and 
some reductions.

wi(Æ, ç,to) = 1 I
16Z0Zpq )

2(Zo + ciZi) In
1 -z

+ 2(C1ZO + Z1±)ln
ljFZo
1 — Zo

- 2ciZ3 In

1+Zi±

+ sgn(Z?i±(Z0))|/^0(/?0 - 73o) - zs)) • I ^2(712 - 732>

where means

(A 12)

dZ

(z-zo)|/z?1±(z)

■ J dZ
(Z + Z2)P?1±(Z)

if Z?1±(Zo) > 0In

In

if 7?1±(- Z2) < 02 arctg

(A 13)
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f dZ

’ J(Z + Zo)\/r1±(Z)

f c/Z
Z?2 = I ^32;J

3“ 1 J(Z+Z2)|/ä3±(Z)

similar expressions (A 13)

where in Eq. (A 13) | 7?±0 = |/?1±(Zo)11/2> and similarly lor the others. The 
evaluation of the integrals 1^ is a little bit tricky, at least in case ^±(^) < 0. 
We have to consider the two distinct cases possible (depending on whether 
^±(± 1) have the same sign or not) with the sign rule in Eq. (A 11 ) in mind 
and to keep track of which branch of the cyclometric function we deal with. 
In Eq. (A 13), however, all angles are in the interval < I±j < n. When 
doing the reduction in Eq. (A 13) we have also used the following relations-
ships

«i±(- 2a) - Z2>-

(A 14)

The corrections to the Lindhard value of the diagonal pari of x had in 
Eq. (48) and Eq. (49) three different sources. Considering first the contribution 
from the change in the matrix M in Eq. (45). We get this part after removing 
a factor V(Æ)2 and passing to the limit V = 0 in the remaining expression.

e2<ç|x^|ç> = eX7)2'|V(^)|2-2/J 2
K k,k’

£(/{•) - fi(À') + CO I h
1

e(â) — e(k + Æ) e(Å-') - e(k' + K)

ik + K+q 1
e(7c) - e(Æ + Æ)

1
e(r)-s(k~- K)

(A 15)

with again the P symbol extended to all singularity planes. This contribution 
- and as we will see later, the others too - is made up of a sum over all K + 0. 
This fact may be used to simplify the calculations by a proper choice of the 
terms in this sum. Of interest to us is to lind the function ii9(K,q) having the 
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same symmetry as the lattice, which means a function even in q in this case.
Thus, with

we write

zz^(Æ,ç, co) =
2n J |2Æ- q + q2 ± 2ma)

2Kk
Y+f__ 1__ 'K2/ \2K(k+ q) + K2

fÿ)dk
2k(K + q) + (K + q)2 ± 2mœ

1 1(' 1___Y]l _ _ 1
\2K(k + q) + K2/ I 4Z0Zid

(A 16)

(A 17)

where we have made a substitution K -+ -K in appropriate terms. Similar 
calculations as in the previous case give in the zero T limit

• In +

1 1

I

+4
-1

zzifÆ.ç.co)
4ZoZici

(Z - Zo)2 + (Z + Z2)2

fi
7 s2

-1
1

1 +z°
1 - Zo

|/*3±(z)c/Z^<>

ci

1 + z2 1 63 ln 1 +Zo
+ — - in

1 + z2
1 -z2 H Z s21

■^3^3 1 - Zo Z s2z'3,s3 1 -z2
(A 17)

where we have exposed the integrals, which are singular in case |Z0| < 1 
or/and |Z2| < 1 , if the integrations are over these Z-values. With

f,/z
J (Z - Zo)2

IW + f dZR'1±(Z) 
(Z~Z0) J 2(Z-Zo)|//?1±(Z) (A 18)

and similar expressions for the others, we get from Eqs. (A 7), (A 8), (A 11) 
and (A 14) a cancellation of the dangerous terms; in fact all integrated parts 
in Eq. (A 18) and the similar expressions for the others are seen to com­
pletely cancel. Performing the remaining integrations, gives
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(A 15)

where again we may reduce the expression by use of the relationships given 
earlier. We leave, however, this to a later stage in this case.

Next we consider the lowest order contribution to <ç|x2|ç) from the cor­
rection of the energy denominator in Eq. (49). By a similar procedure as in 
the previous “case, we get

uf(Æ,ç,w) =
A f /(A) 10 P dk----------- ----------------- <
2% J (2£-ç F 72 ± 2/nco)2 2ÆÆ-Æ2

2K(k + q + /<2)|

(A 20)

where the second order singularity clearly must be interpreted as the limit 
of two nearby first order singularities, then giving zero contribution when the 
principal value is taken.

Similar calculations as those already shown give in the zero T limit

nf(Æ,9,w) = 7Tz1Z2^)2filn
64 I

1 +
1 - Z1± +

In
1 + Zo
1 -Zo

- In
1 + Z2
i’-z2

+ ^‘1-^0 + z\±) 

I

(A 21)

In this case it is practical to use axes with q = </(0, 0, 1) and K = 0 , ci)
and, then, to introduce functions /?0(Z) = Z2 - 2c1Z0Z + Zq - s2 and /?2(Z) = 
Z2 + 2c1Z2Z + Z2 - s2, which lead to integrals as

r  <'z  r  </£  ^0
_J(Z + Z1±)|/Ro(Z) ' J (Z-Z0)|/R1±(Z) ~ [/«*'
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Finally we consider the effect from the change in the Fermi factors in 
Eq. (49).

To lowest order we have

df(k) <g(k} = ^^{E(Æ)-£(å-)-(^-Z<o)} 
de

and then a contribution to 112

u^(K,q,co)

where we have written

£0 K

(A 22)

(A 23)

(A 24)

(A 25)

which finally gives
1 +Zo1

u%(K, q, co) = — • In (A 26)
1 -Zo

d/ÏÀ) m .
In the zero 7’ limit is —— = - d(£ — fio) =----- {d(Å- - Å’o) + ô(k + ko)},

de k0
In that case we get from the condition 2 ff(k) = 0 the following expression 

for r/(K) K

1 -Zo ’
*?(*) = "«t ln

0Z0

< ^to + ln C4z»zdl«îo
Collecting all contributions gives the following cumbersome expression 

(where the first two terms cancel when the sum over K is performed)

u™ + uf + u%
1

32Z02Z1C1
In

1 +Zo
1 - Zo

1 In 1 + Z1±
32 ZQZ\cx 1 — Z1±

1
+ 64Z§ZJC1|/^O

I [^i(^o + Q^i±) + ^i^o(^o + ^i±) ^siciZqZ1 E1±(Zo)]

r± , lCl'^l('^0 f3 ^3±) + ^3±( ^))1 r± I

1 10 + 2 130
•S3 J

(A27)



34 Nr. 9

1 _ £1^1±) + Cl^o(C1^2 J^l±) _^1±(^^2)] y±
OdZ^ZfcJ 7?f2| s2

[Cl-^l(-^2 — C3^3±) ~ ^3±(~ ^2)] r± J , ,//
9 -*32 C 4- lin

(A 27)

with u2(K,q,oj) the last part of zzf in Eq. (A 26), i.e. the contribution from 
the change in the Fermi energy caused by the periodic potential.

As mentioned earlier, we are in this case interested in the function ii2(K,q,a>) 
which is even in q. For this reason we define the function

u2 = zz2 + u2. (A 28)

With zz2 already of the desired form and with

zz2(Æ,ç,co) = I [u^(± q) + uf(± ej + u%(± q)] - zz2. (A 29)

We have here consequently dragged along the co-dependency of the 
various functions zzz- in order to explicitly show how unimportant (in this case) 
the non-adiabatic corrections are in the real part of x. The co-dependency

... ocomes in via quantities like Z1± = Zx ±-------In the phonon case Z1± is thus
4eoZi .

almost identical with Zj except when Zi is verv small. In this limit -
c ~ 4e0Zi

tends to a constant = (sound velocity/Fermi velocity al zero T for the free 
1’0

electrons) « IO-3. In almost all practical calculations it is, therefore, quite 
safe to neglect the non-adiabatic corrections completely in the real part of x. 
And in the adiabatic limit the expression containing the integrals /A in Eq. 
(A 27) becomes surprisingly simple. We gel in that case

, 1 I (Z? - 1 ) I
zz2(Æ, ç,0) = ~ . „2 ^21----- / f^10 — ^12 — T3o + Z32]>

64Zo^î( ci I 7?io |.

1 • In 1 + Zo
• In

1 +Zi
111

32ZoZi 1 - Zo 1 -Zi

(A 30)

where we shall add the Iwo expressions with ± a. In the adiabatic limit we 
have

7?i±(Z0) = 7?i(Z0) = 7?i(-Z2) = (Z2-.s2);

z?3±(- z„) - n3(-z„) - z,) = (z? - $ - (z| -s?). (A 31)
\Z3/
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The expression for ui(Æ,ç,co) in Eq. (A 12) becomes also somewhat 
simpler in the adiabatic limit. We get from Eq:s (A 12) and (A 31) 

ui(Æ,ç,0) 2(Z0 + ciZi) • In
1 +Zi
1 -Z1

+

+ 2 (cjZo + Zi) • In 1 ±_Zo
1 - Zo

- 2ciZ3 • In
ljyZ3
1 -z3

+

+ sgn(7?io)|/7?io[Ao — I12 — ho + Z32] 

where in Eq:s (A 30) and (A 32)

J/Bio = |7?io|1/2.

(A 32)

There is one point worth noticing in connection with the performance of 
the integrations above. The expressions found for m and 112 are both singular 
in case Zo = 1 and this value for Zo is consequently not allowed. We can 
physically understand this situation by remembering that Zo = 1 means that 
the free electron Fermi sphere is just touching a Bragg plane. The principal 
value calculation close to this plane then breaks down, since this calculation 
assumes an (essentially continuous) distribution of occupied states on both 
sides of the plane. In order safely to obtain such a distribution, we must 
require that Zo is sufficiently different from 1, which in physical terms means 

that we require for any k = 2koZo
K
2

|<À)-£o| > |V(Æ)|.

This condition is 110 serious restriction in actual cases.

NORDITA, Copenhagen, Denmark
and

AB Atomenergi, Studsvik, Nyköping, Sweden
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Synopsis
Some observed structure in the phonon dispersion curves in the [lll]-direction in Al is 

compared with theoretical calculations in a local potential approximation of the interaction 
between the ions and the conduction electrons. A previously derived expression for the lowest 
order non-diagonal part of the R.P.A. dielectric matrix is shown to account for most of the struc­
ture. The same approximation of the imaginary part of the dielectric matrix is also shown to 
satisfactorily reproduce the observed phonon damping in the longitudinal mode.
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The accuracy of the neutron spectroscopy is by now so high that it is 
possible to obtain very detailed phonon dispersion curves. 11 has then 
been shown that in many metals there are rather complicated strucures 

in these curves that may contain much information about the microscopic 
situation in the crystal [1], [2], [3], [4], A closer analysis of this structure 
seems for that reason to be well worth while and in this short note we report 
some results of a comparison between some recent accurate experimental 
results (at 80°Æ) [4] and a theoretical model previously used in phonon 
calculations [5], [6]. As an example we will here concentrate on only one 
symmetry direction and this only for small q (the phonon momentum), 
where the analysis is relatively simple. A more complete account of the 
subject will be given elsewhere.

The phonon frequencies cof(ç) are in the harmonic approximation given 
of the three lowest eigenvalues to the dynamical matrix

= ^ô(ç,a>) • (1)

where ei is the phonon polarisation vector and 18.91 • 1()13 r/s in Al 
at 80°/<) is the plasma frequency for the ions. In a metal the matrix D is 
naturally split into an ionic part Di and an electronic part De, where in the 
local potential approximation of the unscreened ion-electron interaction the 
part De has the following form in a simple lattice

n z  1 f Y Ue(K' + q)ve(K'^q)(K^q)(K'^q)
e q,M [t>(K'+ç)i?(Æ"+tf)]1'2

1 . (2)
e2x(co)

• K' + q\-----------------\K' + <7>-similar terms with q = a> = 0>
1 + e2x(a>)

where K is a vector in the reciprocal lattice ve(k), i>(k) are the Fourier trans­
forms of the ion-electron and electron-electron interactions (per unit charge 
square) and 1 + e2x(co) is the symmetrized dielectric matrix for the con­
duction electrons with the elements in Eq. (2) in a plane wave representa­
tion. It is the structure in the (/-dependence of these elements that is reflected 

1*
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in the dispersion curves. For a uniform conduction electron system the 
dielectric matrix is diagonal in the plane wave representation and in the 
R.P.A.-approximation its elements are given by the Lindhard formula. The 
structure in /)<>(= I)eo hi that case) is then the structure pointed out by Koiin 
[7]. Inclusion of effects on the electron system from the periodic lattice 
potential gives a more general dielectric matrix containing also non-diagonal 
elements in the plane wave representation. In the R.P.A. approximation of 
x calculations indicate [6] that its diagonal elements (K' = K"') are in the 
actual case (nearly free electrons) quite accurately given by the Lindhard 
formula whereas the non-diagonal elements (K' K"), although much
smaller than the diagonal elements, are considerable. With x = xo + xi, 
where xo is the Lindhard matrix and xi is the important, purely non-diag­
onal correction to it, we can expand De in Eq. (2) and get to first order in xi

I)e = l)eQ + Dei (3)

where we expect Dei to be responsible for much of the structure in the dis­
persion curves [5], [6]. This opinion is supported by some of the experi­
mental results in that the same observed peak has different signs in dif­
ferent branches in the same direction. For the elements of xi the following 
lowest order expression was derived in [5]

A-o V(Æ) I
e2<Æ' + ç|xi|Æ"+ q> = [/;(Æ'+ç)?>(Æ"+g)]1/2 — - ----- ui(Æ,Æ + q) |

E0 ( t4)
(Ä" Æ")

where K = K" —K’, eo A’o— (~ 0.867 Ry in Al) is the Fermi energy lor 
2 m

the free electrons at T = 0 and V(Æ) is the Fourier coefficient of the effec­
tive lattice potential for the electrons. ui(Æ,ç') (where q' = K’ + q) is the 
first order function that was discussed in [5], [6] in the zero 7' and adiabatic
(co = 0) limit.

m(K,q) 2(Z0 + ciZi)ln
1 +Zi
1 -Z1

+

+ 2(ciZo + Zi) In
ljbZo
C-Zo - 2C1Z3I11

lj+yZg
1 -Z3

+

+ sgn(D)|/R[/(- Z0,Zi,ci) - /(Zi,Z2,ci) - 

- Z(Z0,Z3,c3) + Z(Z2,Z3,c3)]!

where
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and

with

and

1 91 „ ,, „ r.—Z<i = Zo + IciZi
2 ko

Z3 =
|Æ+ç|
—— > C1

K Q . 2
I*|l9l’ 51

C3
Zq + C1Z1

I(a,b,c)

c - (ib — |/B(n, b, c) 
c — ab + [R((i,b, c)

if R(a,b,c) > 0

2 arc tg
c — rib

\/R(a,b,c)
if R(a,b,c) < 0

R (a, b, c) = a2 + b2 — 2 abc — 1 + c2; |/R(a, b, c) = \R(a, b, c) | 1/2

R = R{-Zo,Zv,cR)

Since the origin of ui is the first order effect from the lattice potential on the 
one-electron wave-functions but with still free particle one-electron energies 
it has a rather simple structure. It is axially symmetric about K and has 
a mirror plane in *2Kq' + K2 = 0. Its derivative V«>ui Is logarithmically 
singular on the “Fermi spheres” |ç'| = 2â-o and |Æ+ç'| = 2Å'o. More im­
portant in our case is, however, that for |Æ| <2ko, Vs>ui is also singular 
on the shell where (K + ç')2 - 4Å-2 sin2 0 = 0 (0 is the angle between K and 
q'), if — K2 < K q < 0. This singularity is stronger (of power — 1 /2) which 
is the reason why the effects from these terms are observable at all in spite

V(Æ)
of the small expansion parameter---- (a few per cent) in Eq. (4).

co
The geometry in the reciprocal space with an elementary cell laid in 

for an actual case is shown in Fig. 1, where |Æ'| = |/3, [A“'| = 2 and 
|Æ| = |Æ" - Æ'| = |/3. K is in Fig. 1 the axis of symmetry in m and the 
traces in the half-plane of the “Fermi spheres” around O' and 0" are indicated. 
The trace of the shell with (K + ç')2 — 4Åo'sin 20 = 0 where \/q,ai is singular is 
also shown. Il is a circle with radius ko and its centre at M on the mirror 
plane. The three points of intersection with this shell for an actual q in 
the [111] (or equivalent) direction are denoted by 1, 3 and 4 (a point 2 
appears when |Æ'| = |Æ"| = |/3 and K = 2). Two Kohn points in I)eo for
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Fig. 1. The geometry in the reciprocal space showing a half-plane through the symmetry axis 
K in case |K'| = y3, = 2 and |JC| = \3. Full lines are in the plane and dashed lines are
out of the plane. The small open circles are some intersections with the shell {K + q')2 — 4kg 
sin26 = 0 for agin the [111] (or equivalent) direction. The dots A and B are the intersections 
with the “Fermi spheres” responsible for the Kohn anomalies in De0 from these vectors (B from 
K' = 1,1,1 and A from K' = 2, 0, 0 or equivalent). For the explanation of the circle ve(k) = 0, 

see the text.

this direction associated with the actual reciprocal lattice vectors are also 
denoted by A (one of three degenerate points) and B (non-degenerate). 
These four plus two points are the only critical points appearing in l)ei 
and Deo for a q in the interval we are considering here. Some characteristics 
of the indicated critical points are collected in Table I.

In Fig. 2 we have collected results of a calculation of the contribution

to the derivative ----  from terms of interest. Curve a in 111L and the curve
<4

Table 1.

Point Qx Typical K Typical K" 1*1
Number of 

critical 
terms in De

1 0.119 1, 1, 1 2, o, 0 y/3 2x3
2 0.157 1, 1, 1 - 1, 1, 1 2 2x3
3 0.164 1, 1, - 1 2, o, 0 V3 2x6
4 0.216 1, -1, -1 2, o, 0 p3 2x3
A 0.231 2, o, 0 3
B 0.302 1, 1, 1 1
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qx[2jt/a]
ADeFig. 2. Contributions to - — from the terms discussed in the text. Curve a in 11 IL and the curve

in full line in 111T give the contributions from non-diagonal terms in x with |K'| = y 3, |K’"| = 2
(or vice versa) and |K| = p'3 whereas curve b shows the contribution from terms with |K"| = 
|K"\ = y 3 and |K| = 2. The contributions from terms of interest in Deo are also shown (dashed).

AcoIn the figure are also the experimental — shown in the longitudinal mode (marked as x) with 
the value for q = 0 from G. N. Kamm and G. A. Alers, J. Appl. Phys. 35, 327 (1964). 
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in full line 111T show the effects from the terms in Dei of the type shown 
in Fig. 1 (i.e. IX'I = |/3, |Æ"| = 2 or vice versa and |K| = ^3) and curve 
b in H1L shows the effects from terms with |Æ'| = |Æ"| = j/3 and |Æ| = 2. 
The latter terms give no particular effects in the transverse mode in the 
actual ç-interval. In these calculations we have used the adiabatic and zero 
T function ui given in Eq. (5) and values on V(|/3) and F(2) given by 
Ashcroft [8] (i.e. V(|/3) = - 0.0179 and V(2) = - 0.0562 Ry), which 
seem to be the most reliable values available today. We have in Fig. 2 also 

dI)e0shown (dashed) the contributions to ----- from terms in Deo of interest
dq

(again in the adiabatic and zero 7’ limit). Curve A shows the contribution 
from terms with |Æ'| = 2, while the curve in 111T contains all vectors 

dDe0
\K'\<2. The curve B, finally, shows the effect in ------ from the single term

dq
K = (1, 1, 1), which explains why it is so oblique.

It is seen in Fig. 2 that the effects from the non-diagonal terms are quite 
comparable in size to those from I)eo although the terms themselves are 
much smaller. The reason for that is the earlier mentioned stronger sin­
gularity in The peak 4 is, however, rather weak in the transverse
mode and almost invisible in the longitudinal mode due to a small factor 
ef(K' + q) there (can be seen in Fig. 1). We will comment on this excep­
tion later on.

In Fig. 2 we also observe a small effect from the logarithmic singularity 
in Vîdh on the “Fermi spheres’’ in Fig. 1. Although small in the shown 
cases this is a significant effect, since it is present in many terms with for 
instance a fixed K’ and different K". It turns out that in the actual cases the 
effects to the Kohn anomalies from I)eo is drastically reduced by these small 
but coherent contributions from the non-diagonal terms (can be seen in 
Fig. 12 in Ref. [6]). In particular the cancellation of the peak A is almost 
complete in the longitudinal mode, which explains why no visible peak is 

Ao
found there in the experimental — shown in Fig. 2. This circumstance 

Ar/
excludes the possibility of a simple determination of Cg(2Ao) by a comparison 
to the experimental results around the Kohn points.

A more detailed analysis of the experimental results is shown in Fig. 3. 
We show there the experimental quantity (7 in 2.t/7/)

(6)
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Fig. 3. dexp - c (width cl = 0.2 and c? = 0.065) and dfh — c (with C|, = 0.06 and cp = 0.008) 
versus qx. The geometrical figures  AO indicate different experimental runs. The spread in 
the experimental values for different runs gives an idea of the accuracy. Experimental elastic 
values (with 1.5 per cent error bars) are from the reference in Fig. 2. The dots give theoretical 

values when the critical part in the analytic is replaced by a Monte Carlo sum.

which means that we determined (the real part of) the experimental eigen­
values of D(q) by use of Eq. (1). These eigenvalues are in Eq. (6) divided 
by g2 in order to get a more stable function in Fig. 3, where dexp(q) - const, 
(const. = 0.2 in the L-mode, = 0.065 in the T-mode) is plotted. The ex­
perimental curves are seen to contain interesting structures not present in 
Deo. From Di and Deo in Eq. (1) we expect a dexp which, as a function of q,



10 Nr. 10

starts out rather constant or weakly increasing op to the broad humps just 
outside the Kohn points in /To after which the curve would rapidly decrease 
(can be qualitatively seen in Fig. 6 and Fig. 17 in [6]). However, as is seen 
in the figure, the experimental curves have quite different shapes. The rapid 
decrease starts much earlier and when compared to the theoretical curves 
also given in Fig. 3, the behaviour of the experimental and theoretical 
curves are seen to be very similar. Although the broad humps from the 
Kohn points in I)eo are visible in dexp (al least in the longitudinal mode) 
they are much smaller than expected due to the earlier mentioned cancella­
tions. In the theoretical curves shown in Fig. 3 we have calculated the 
(zero T and adiabatic) contribution to

dth(q) =
^ei(q) 

q2 (7)

(and subtracted a const. = 0.06 in the L-mode, = 0.008 in the T-mode) 
where we in I)ei included only terms that give an appreciable structure in 
the actual ç-interval (and keep the cubical symmetry of Dei) i.e. the terms 
with 0 < |Æ'I,|Æ"I and |Æ| < 2. A precise comparison between the theoretical 
and experimental curves in Fig. 3 is for that reason not possible, since we 
have to add to dth a smooth function (out to the Kohn points in /To) in 
order to get the total dth- This smooth function would, however, not alter 
the structure in the interesting (/-interval.

Unfortunately, the experimental errors in the longitudinal mode increase 
so rapidly for decreasing q that the expected decrease in dexp to the elastic 
limit [9] is not possible to establish, but in the transverse mode this effect 
is clearly seen. Anyway, the non-diagonal terms kept in dth in the longitudinal 
mode here (only 72 out of about 104 almost equally important terms) give 
a surprisingly large contribution. (The situation is similar in the other sym­
metry directions.) So is for instance at (/ = 0 this contribution about 0.12 
compared to the elastic value on dexp^0.30 with interesting implications 
to the elastic properties.

We have in Fig. 3 also given results (marked by dots) of a calculation 
where close to lhe critical point in the analytic m we have replaced the 
critical contribution to the integral defining m from the occupied electron 
states around the actual zone-plane by a Monte Carlo sum and in this sum 
used the correct one-particle energies (up to first order in the periodic 
potential). Details of this calculation will be given elsewhere.

The effect in the transverse mode from the critical point 4 is of particular 
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interest. Several experimental runs have established this effect (results of 
only two runs are shown in Fig. 3) and we have in fact used this peak when 
determining the function ne(Å') used in these calculations. It turned out 
that the functions ve(k) used in earlier calculations [6] gave a (weak but) 
negative peak there. This was a consequence of the fact that the earlier 
functions had the first zero rather far out (at Àç^l.7). In order to remove 
this defect we had to adjust the first zero in ue(A’) to a somewhat smaller 
value on k. This change made them almost identical with one of the functions 
used by Vosko et al. [10]. Awaiting a direct experimental determination of 
the k-value where ue(Â’) is equal zero we have—so far—determined ne(Â) 
by fitting our function F(k)

1 u2e(k)k2 e2x0(k)
F(k) = — - -------------~ (8)

4:71 u(k) 1 + e2xo(k)

at Â’ = 2.5 to the value of the corresponding function Fo(Â) in [10]. We 
think this can be of theoretical interest since their value at this point (they 
manipulate their values for smaller Å) has a first principle calculation as a

to a function ue(Å') used in [6] (potential 3 there). In Fig. 4 we have com­
pared the different functions F(Å) in the interval of interest (1.6 < k < 2.25). 
The zero in ve(k) is seen to be shifted from Â'^1.7 to k 1.62 by the ad­
justment. We have in Fig. 1 drawn the circle around 0' where the used 
Ue(Å') is zero and it is seen there how close the critical point 4 is to this circle.

Fig. 4. The function F(/c) obtained with the potential at.(Zc) used in these calculations (upper 
curve at 7c = 2.5) compared to the function with a potential used in an earlier calculation.

The small circles are estimated values from [10].
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qx[2jr/a]
Fig. 5. Experimental and theoretical values for the phonon damping at small q in the 111L 
branch. In the theoretical curve only the electronic contribution is shown, but the anharmonic 

contribution is small for these (/-values at this temperature (80°K).

Finally, the new measurements have shown that the earlier reported 
experimental life-times r at 80°K [11] for the phones in Al are somewhat 
too short. The new experimental results for small q in the 111 L-mode in 
Al are shown in Fig. 5. The curves show the theoretical residts when the 
function ve(k) and V(Æ) : s used in the other calculations here are put in 
the expression given in [12]. In the imaginary part of x the non-diagonal 
terms included are again only those with |Æ'|,|Æ"| and |Æ| <2, but here 
we have also included the important terms with |Æ'| or |Æ"| = 0 (|Æ| =/= 0). 
The terms considered give in this case almost the entire contribution (the 
corrections from the remaining terms in Imx. are only of order a few per cent). 
The free electron part (dashed) is here, naturally, almost identical with the 
results given by Björkman et al. [13]. Considering the large uncertainties 
in both the experimental and theoretical results the agreement is seen to be 
remarkable good in this q interval, where the anharmonic contributions to 
the damping are small [14], In particular there is some structure in the oh- 
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served results at the lower q end which we think might have observable ef­
fects on the temperature dependency of the resistance These effects on the 
resistance from the imaginary part of x would correspond to the effects 
on the specific heat from the structure in the real part of x [15].

I want to thank Dr. R. Stedman and Professor J. Weymouth for making 
their experimental results available to me prior to their publication. My 
special thanks are due to Dr. R. Stedman for his patient answers to many 
questions about the experimental technique and difficulties.

NORDITA, Copenhagen, Denmark
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I. Introduction
1. Presentation of the Problem

he electromagnetic energy-momentum tensor in a material medium re­
presents a problem that has given rise to a very long-lasting discussion. 

Maxwell’s field equations may be written in covariant form as

= dvHpV ~ 0*0

where the antisymmetric held tensors l'f/v and H/IV are defined by (F23, F31, 
F12) = B, (F41, F42, F43) = iE, (H23, H31, H12) = H and (//41, II42, H43) 
= iD. The four-vector = (j, ico) is the external current density, it does not 
include polarization or magnetization currents.

By means of the field equations the energy-momentum tensor can easily 
be constructed if one knows the four-force density in some inertial system. 
This is the case for an electromagnetic held in vacuum interacting with 
incoherent matter, the four-current density of which be given by ju. In that 
case the four-force density is given by = (l/cyF^j^ in any reference frame 
K, since in K° — the frame in which the matter under consideration is at rest 
- the force takes the form = (q°E°,O). Thus = -dyS^, where the 
energy-momentum tensor S/IV is determined by means of (1.1) as

$/iv ~ P^v*- \^nv^<x.ß^aß (1*^)

since, in this case, F^v = H^v.
In ponderable bodies, however, it is well known that the force expression 

is not so easily constructed. If we use (1.1) to form the expression

(1-3) 

oM P^va 4 $[iV aß ^aß » (1-4)
1*

where
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we see that S^v may be interpreted as an energy-momentum tensor. This is 
the proposal put forward by H. Minkowski. According to his view, the left 
hand side of (1.3) is interpreted as the force density within matter.

The expression (1.4) leads to the following interpretation

= EtDk + HtBk-lôik(ED + HB) (1.5a)

su = l~Sk = i(ExH)k, S™ = icg™ - i(DxB)k (1.5b)

-S% = WM = l(ED + HB) (U’ = 1,2,3), (1.5c)

where SM,gM,WM denote the energy flux, momentum density and energy 
density in any frame K.

The connection between the components of the field tensors F®lv and 
H®v in the rest frame K° can, in the absence of dispersion, be written as

= eikEk, B? = gikHk, where eik and /za are the tensors of dielectric and 
magnetic permeability. (Dispersion effects are always present, but they are 
not of essential importance for the present problem and shall therefore 
simply be omitted.) Now the most important application of the phenomeno­
logical theory is in connection with optical phenomena, where and ///* 
are real quantities. In the following we shall always assume and //u to 
be real. Further, we shall consider only homogeneous bodies, such that the 
gradients of etk or gik will differ from zero only in the boundary layers. It 
can readily be verified that in the interior domain of a homogeneous body 
the second term to the left in (1.3) vanishes, such that

dvSfYv = 0 (1.5d)

for optical phenomena (/^ = 0).
Then define the angular momentum by the quantities

M^v — J* ~ ’ O*6)

where g^ = — (ilc)S/jA. When the electromagnetic system is limited in space, 
it follows from (1.6) that

d/dtMflv = J (^vfg-^'gfv + S^-S^dV, (1.7)

where /’ = ~dvS^v. Now consider a finite radiation field enclosed within a 
homogeneous body at rest, and insert Minkowski’s tensor S^v into (1.7).



Nr. 11

If the body is optically anisotropic, we obtain even in the frame K° an 
expression for d/ which is different from zero. If the body is optically
isotropic, we find d/ dt°M^° = 0 since S™° is symmetrical when Z)° = eE°, 
B° = pW. In another system of reference, however, we have in general 

also for isotropic bodies, and thus d/dtM^^O. As a conclusion, we 
find both for anisotropic and isotropic media that an asymmetric mechan­
ical energy-momentum tensor is necessary to achieve balance of the total 
(field and mechanical) angular momentum. This circumstance has some­
times been felt to be a real difficulty for Minkowski’s theory.

Besides, Minkowski’s tensor seems to get into conflict with Planck’s 
principle of inertia of energy, as expressed by the relation S’ = c2g.

To overcome the difficulties just mentioned, various other proposals of 
an electromagnetic energy-momentum tensor have been put forward, the best 
known of which is due to M. Abraham.

For a general introduction to the subject—and for references to some 
original papers—we refer to Moller’s book.(1>

2. Summary and Survey of the Subsequent Work

To facilitate the reading of some of the detailed expositions in the 
following, we shall in this section give a survey of what follows, and men­
tion some results.

In this paper, which will be followed by a second one on the subject, 
we shall limit ourselves to a study of Minkowski’s tensor. From the pheno­
menological point of view we are adopting, this tensor is found to be ade­
quate for the description of the usual electromagnetic phenomena, as for 
instance the situation where an optical wave travels through transparent 
matter at rest. Comparison with experiments plays an important role in the 
investigation. But we stress already now that the experimental results do 
not exclude other possible forms of the electromagnetic energy-momentum 
tensor; the essential point is rather that Minkowski’s form adapts itself to 
the experiments in a very simple way.

The long-lasting discussion on the subject has given rise to an extensive 
literature, and it appears that in previous phenomenological treatments 
mainly two lines of attack have been followed. In the first place one uses a 
deductive method and constructs the energy-momentum tensor on the basis 
of commonly accepted quantities, for instance the energy in electrostatic 
and magnetostatic fields, or the (macroscopic) field Lagrangian. In the 
second place one examines the consequences of using the various tensor 



6 Nr. 11

forms in appropriate physical situations, and compares with results that can 
be expected on physical grounds. In these two papers we shall deal with 
topics connected with both methods of approach.

Let us now review the individual sections. Chapter II is devoted to 
deductive, and mainly formal, procedures. We start in section 3 by con­
sidering a variational method which is applicable to the case of static fields, 
and which in general leads to the force density and stress tensor when the 
energy density is known. For the latter density in the electrostatic case, we 
use the common expression IE D. Minkowski’s tensor is different from 
other tensor forms proposed even in the case of an electrostatic field in an 
anisotropic medium, and some contradictory results have appeared in the 
literature by the use of this method. We show how Minkowski’s tensor is 
one of the legitimate alternatives that result from the formalism, and illus­
trate the considerations by an example that involves detectable torques on 
an anisotropic dielectric sphere. An important point is that we shall have 
the opportunity to make an explicit statement of a crucial assumption which 
must be imposed if the formalism shall yield Minkowski’s tensor. This is 
the assumption that each volume element experiences a torque density equal 
to D x E, even if the force on the element is zero.

In section 4 we use this assumption (the “dipole model”) as one of the 
initial conditions in a formal uniqueness proof of the energy-momentum 
tensor. The dipole model corresponds to a certain requirement on the non­
diagonal components of the energy-momentum tensor, and to a vanishing 
ordinary force density in charge-free homogeneous regions. We require that 
all components of the four-force density shall vanish, and that the tensor 
shall be a bilinear form in the field quantities. With these initial conditions, 
we are led to Minkowski’s tensor as the unique result.

Section 5 is devoted to a formal procedure along similar lines as in 
section 4, but with different initial conditions. In this case relativistic con­
siderations are also involved. We require the energy-momentum tensor to 
be a bilinear form which is divergence-free and an explicit function of the 
field quantities E, D, H, B in any inertial frame (but not an explicit function 
of the four-velocity of the medium). Both anisotropic and isotropic homo­
geneous media are included in the description. We find that the above- 
mentioned conditions, in addition to the fact that e/fc and are symmetric 
quantities, determine Minkowski’s tensor uniquely. In the procedure we use 
ideas from the corresponding proof for the vacuum-field case, presented by 
V. Fock.
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In order to understand the underlying physical mechanism of wave 
propagation, it seems desirable as well to examine simple physical situations. 
In chapter III we undertake this task and construct the electromagnetic 
energy-momentum tensor in K° from semi-phenomenological arguments in 
the following way: The stress tensor and energy density are taken to be the 
sum of the two parts corresponding to the electrostatic and magnetostatic 
cases. Further, we use the fact that the fourth component of the four-force 
vanishes when an electromagnetic wave travels through a non-absorptive 
medium. From the continuity equation for energy we can then find the 
Poynting vector A = and hence the electromagnetic momentum
density g = (l/c)(£'x H) from Planck’s principle of inertia of energy, which 
is assumed to be valid also for the electromagnetic field in matter. The 
stress and momentum components determined so far lead to a force density 
whose effect may be to excite a small mechanical momentum of the con­
stituent particles (dipoles). By comparing with a radiation pressure experi­
ment due to R. V. Jones and J. C. S. Richards we find that this suggestion 
is in fact supported. Corresponding to the mechanical momentum there is 
a small transport of mechanical energy which, however, together with the 
rest energy itself, is included in the mechanical part of the total energy­
momentum tensor. The conclusion is that Minkowski’s tensor gives an 
adequate description of the propagating wave.

In section 7, some attention is given to the microscopical method of 
approach. Some difficulties for the acceptance of Minkowski’s tensor, which 
have arisen from microscopical considerations, are discussed. It is stressed 
that the ambiguity inherent in the formalism is not removed upon transition 
to the microscopical theory.

In chapter IV we consider methods and specific effects connected with 
relativity, and limit ourselves to the case of isotropic media. We start in 
section 8 with a Lagrangian method which involves the use of Noether’s 
theorem, such that the canonical energy-momentum tensor is obtained by 
a symmetry transformation. Minkowski’s tensor is closely connected with 
the canonical tensor, although the canonical procedure does not rule out 
other tensor forms. In section 9 we analyse the well-known criterion due to 
von Laue and Møller on the transformation property of the velocity of the 
energy in a light wave. By comparing with the Fizeau experiment involving 
the velocity of light in moving media it is argued that the transformation 
criterion ought to be fulfilled for an electromagnetic energy-momentum ten­
sor which shall describe the whole light wave. It is a satisfactory feature of 
Minkowski’s tensor that it actually fulfils this criterion. A related experiment 
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reported recently, involving the propagation of light through media in an 
accelerated reference frame, is also considered.

Section 10 deals with a property which has caused difficulties for the 
acceptance of Minkowski’s tensor, namely the appearance of negative 
electromagnetic energy in certain cases. We find this to be a direct conse­
quence of the state of covariance of the phenomenological theory: One 
chooses covariant quantities to be compatible with a scheme one has 
established on physical grounds in some inertial system. Since certain 
mechanical quantities are counted together with the field quantities, one 
obtains—when covariance is imposed—a total four-momentum which is 
space-like. Therefore, by means of (proper) Lorentz transformations, one 
can find inertial systems where the total field energy is negative. Closely 
related to these features is the behaviour of the Cerenkov radiation in the 
inertial system where the radiating particle is at rest: The energy How 
vanishes, while the momentum flow is different from zero and corresponds 
to a force on the particle.

In section 11 we employ an infinitesimal Lorentz transformation as a 
symmetry transformation in Noether’s theorem and show how the formalism 
readily adjusts itself to angular momentum quantities which are equivalent 
to those obtained from Minkowski’s tensor. The division of the total field 
angular momentum into coordinate dependent and coordinate independent 
parts is discussed.

In the last section we introduce the centre of mass of the field in a 
relativistic manner. It is found that the various centres obtained in different 
inertial frames do not in general coincide when considered simultaneously 
in one frame. By considering in the rest frame A’0 the centres of mass 
obtained by varying the direction and magnitude of the medium velocity v, 
we find that they are located on a circular disk lying perpendicular to the 
inner angular momentum vector in A0 with centre at the centre of mass in K°.

II. A Variational Method. Uniqueness from two Sets of Conditions
3. A Variational Method in the Case of Static Fields

In this chapter we shall follow a rather formal kind of approach. Our 
main task is to give two different sets of conditions under which Minkowski’s 
tensor is uniquely determined. In the first place, however, we shall in the 
present section deal with a derivation of the stress tensor and force density 
when the electrostatic or magnetostatic field energy in A0 is known. The
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calculation will be carried through in the electrostatic case. The method is 
of interest in itself in so far as Minkowski’s tensor is different from the 
other tensor forms that have been proposed even in the electrostatic case for 
anisotropic media, and the method has been treated to some extent in the 
literature^2*3’4-5), but the results do not always agree and we shall go into 
some details. We shall show how Minkowski’s tensor is one of the admissible 
tensors that result from the formalism, and in particular we shall show the 
underlying assumptions explicitly. This latter result is of interest in relation 
to the statement of conditions in the next section.

Then consider an electrostatic field in a medium characterized by mate­
rial constants where Et = Tjiklh-1 We assume to have remained 
unchanged at each point during the (infinitely slow) formation of the field. 
Then we can integrate the work exerted in building up the field, and obtain 
in the usual way the free energy

1 In this section we omit the superscript zero on quantities taken in K°.

& = | ( E-DdV. (3.1)

Now let each volume element dV undergo an arbitrary virtual displacement 
« so slowly that the process can be taken as reversible. Then we can equate 
the change of free energy to the mechanical work during the displacement. 
This “energy method’’ has been somewhat criticised by some authors (see 
Smith-White’s paper(6> with further references), but there should be little 
doubt that the method is applicable under the above conditions.

From (3.1) we have

= J E-dDdV+i [ (3.2)

The variations of the integrand are taken at fixed points in space. Letting 
the electric charge density be denoted by q, we obtain by a partial integration

I = -Jvø-dZMV = - J QôDndS+^&ÔQdV, (3.3)

cond.

where the surface integration is taken over the fixed, charged conductors 
that are supposed to produce the field. On each conductor 0 is a constant, 
and as the total charge on a conductor does not change under the displace­
ment, the surface term must vanish. Then
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d&
dt

(3.4)

Applying the continuity equation v • (ou) + do/dt = 0 (w = ds/dt), we have

u-ndS + \ v ■ ou 4- J

(3.5)cond.

dV.

It remains to put d?]ik/dt in a form which involves the velocity u explicitly. 
We therefore write

where the last term corresponds to the fact that, at a given point r, there 
appears matter which was originally at the point r - s. The first term to the 
right in (3.6) corresponds to the change during the displacement of the 
element, and arises from two effects. Firstly, may change on account of 
the components of strain in the body. For small deformations one can make 
a linear expansion

ddikldt = VimdsiJdt, (3-7)

where sim = l(dmsi + diSm) is the symmetrical strain tensor. By symmetry 
arguments the number of the coefficients y^ can be reduced so that only 
two of them remain in the case where the body originally is isotropic but 
under small displacements changes its dielectric properties and becomes 
anisotropic<7>. If the body is a fluid, so that all shearing strains sim(l^m) 
vanish, then only one of the y|^ remains and corresponds to the electrostric­
tion term J v (E^QmdE/dQm) (where om is the mass density) in the final expres­
sion for the force density. However, we shall neglect these strain effects; 
they have no interest of principle for our problem. One sees also by an 
integration over the total system that the contribution to the total force from 
the electrostriction term vanishes.

Secondly, there will be a contribution to drjik/dt because the crystallo­
graphic axes corresponding to a volume element dV rotate by an angle 
y = (<^i,9?2,<?3) relative to the fixed coordinate system. This effect can be 
evaluated by transforming vjtk as a tensor under the infinitesimal rotation 
- of the coordinate axes. Thus we find
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(3.8)

So far we have not specified the variations; the angle <p may vary from 
element to element. But in order to collect the contributions to the free 
energy variation, we shall need the relation between (p and s, and shall from 
now on assume the variation to consist of a pure rotation of each element 
about the origin. Hence s = cp x r and (p = x When the medium is thus 
rotated as a rigid body, we see that possible strain effects are not accounted 
for; however, as mentioned above, these effects are ignored. To make this 
kind of variation possible, we assume that the fixed, charged conductors are 
placed in the vacuum outside the dielectric.

Eq. (3.8) now takes the form

^DiDk^dV = -A(DxE)-(v xu)dV =

“ ? dt ?
= ~i J (EiDn-DiE-n)uidS+% J dk(EDk - EkD)-udV, 

cond.

where the surface integral vanishes.
From (3.5), (3.6) and (3.9) we get

(3.9)

- = \[-QE-±ViDkv T]ik + ±dk(EI)k-EkD)]-udV. (3.10) 
dr

Equating - d^/dt to the mechanical work | /• udV exerted by the volume 
forces f, we obtain

f = qE + ±DiDkv Tjik-idk(EDk- EkD). (3.11)

By Maxwell’s equations this means fL = - dkSfk, where the tensor Sfk is 
defined by1

1 Actually, is equal to Abraham’s tensor in the electrostatic case.

S* = -i(EtDk + EkDt) + iôikE-D. (3.12)

The interpretation of (3.11) as a force density and (3.12) as a stress 
tensor is the result found by Lorentz®, Pockels(3) and Landau and 
Lifshitz<4>. But there exists an effect not yet considered. There may be a 
torque present in a volume element also when the force on it is zero, and 
this torque will perform work during the displacement. Denoting the corre-
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sponding torque density by r, the additional amount to the total work done 

is jT-tpdV. This is the case if the difference P = fl —Pis due to a distribu­

tion of electric dipoles in the medium with the density P; we may then write 
r = PxP = flx P, and

x u)dV = |\ dk(JEkD -EDjd • udV. (3.13)

Equating - d^/dt to the total mechanical work done per unit time, we obtain 
from (3.10) and (3.13)

FI onee 

f [pp ^DtDkV T]ik + $dk(EkD - EDk)] udV = 

I [f+^dk(EkD-EI)k)]-udV.
(3.14)

i. e. Minkowski’s force. Of course the deduction leading to (3.15) is not a 
proof of the correctness of fM. Its validity is based upon the assumption 
about the distribution of electric dipoles that leads to (3.13), although it 
should be noted that this assumption seems to be most natural. As a check 
we can put q = v pik = 0 in (3.15), then it follows that f = 0, as expected.

Minkowski’s force density was obtained by E. Durand in his book(5).

An example
Let us elucidate the preceding considerations by the following example, 

considered also by Marx and Györgyi<8>. Let a dielectric sphere be located 
in a homogeneous electrostatic held, for instance between two condenser 
plates. Assume that the external field is P° = (E^, E^O), and choose the 
principal axes of the sphere to coincide with the coordinate axes so that 
sik = (£i,£2,£3). The field in the vacuum outside the sphere is

1 IP n ipvac = £0-----I (3.16)
4.T \ r2 y

the induced field being a dipole field. One hasp = 3 + 2),
(e9 — 1)E9/(e9 + 2), 01, where V is the volume of the sphere. Within the sphere 
P = [3P?/(£1 + 2), 3P2/(e2 + 2),0].
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The components of the body torque N are determined by the angular 
momentum balance

Ni = -dldtMik-(3.17)
c

which we imagine to be taken at an instant just after that the external 
devices, which might be necessary to keep the system fixed, have been 
removed. In (3.17) is the /’th component of the torque acting on con­
ductor c, and i,k,l is a cyclic combination of indices. By making use of 
(1.6) and the conservation laws /j = — dvSiv, we find

Nt
= J (æïA 

internal

- Xkfi + Sik — Ski) dV +
body

[r X (Sn

body surface

c

SD]ldS +

(3.18)

Here we have introduced Sn as a vector with components Sni = Stkrtk, 
where the normal vector n points outwards from the body and inwards to 
a conductor. It is apparent that the two last terms in (3.18) compensate 
each other, so that we are left with an expression for the body torque which 
agrees with the expression we would obtain by a direct evaluation of the 
integral in (1.7), with the opposite sign. This should be expected, sine the 
torque is a local effect.

Now return to the dielectric sphere and insert Minkowski’s tensor into 
(3.18). The only non-vanishing component of the torque is

= J (DxE)3dV-a3 J (nx E)3(D-n)dQ +
body surface (3 19)

+ a3 j (nx Evac)3(Evac-W)</ß,

surface

where a is the radius of the sphere and dQ the element of solid angle. By 
using spherical coordinates the two last integrals can be evaluated, so that

a3M - / (DyE)3dV-(p:<E<>)3+(pxE<>)3 = (pXE«\. (3.20)

body

(Actually, the compensation of the two last integrals in (3.19) can be verified 
also by a mere inspection of the boundary conditions.) The result (3.20) 
could be checked by experiment. As a characteristic feature of Minkowski’s 
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tensor, we see that the body surface term in (3.18) vanishes; it is natural to 
interpret the effect as a volume effect.

As regards the effects considered in this section, the magnetostatic field 
is analogous to the electrostatic field and requires no special attention.

4. Uniqueness from first Set of Conditions

This section deals with a formal proof. A set of conditions shall be given, 
from which we shall show that, within a multiplicative factor in the energy 
density component, Minkowski’s tensor must follow uniquely for the electro­
magnetic (time-dependent) field inside a homogeneous, anisotropic medium 
at rest1.

1 We mention already now that both sets of conditions automatically exclude Abraham’s 
tensor from consideration.

1. Let us first assume that each volume element experiences a torque den­
sity t = PxE=DxE due to the fact that the constituent electric dipoles 
are not collinear to the field E. This we may call the “dipole model’’, and it 
was encountered for the first time in connection with eq. (3.13). We may 
express this requirement in mathematical form by the relation

Sik — Sjci = EicDt- EiDic, (4.1)

where Sik is the energy-momentum tensor to be determined.

2. Then require the energy-momentum tensor to be divergence-free,

JdßSxß = 0, (4.2)

the torque being described by the asymmetry only. For simplicity, we put 
// = 1. The summation convention is avoided in this section.

3. As the third condition, Saß is required to be a bilinear form in the field 
quantities.

The three quantities E, D and H characterize the field, and (4.2) is an 
algebraic consequence of the field equations and the constitutive relations 
which read Ei = r^Dt when the coordinate axes are chosen so that the tensor 
//it is diagonal. We first suppose that the rjt are all different. It is now con­
venient to eliminate E and treat D and H as the independent variables, and 
we can rewrite (4.2) in the form
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i, z

dSai dDt 
dl)t dxi

+
asai dH, \ I y /asa4 ÔD, asa4 awA 
dHldxii ic^-<\^dDl dt dHt dt / = O, (4-3)

where the summations run from 1 to 3.
The lime derivatives can be eliminated by means of the two Maxwell’s

equations
dDk 
dt

dHk
dt C dkml

m, I

dEi 
dxm C dicml^l 

m, I

dDi
dxm

(4-4)

Hence

Here k is supposed to take the value that makes öku different from zero. 
Now having used (4.4) and the constitutive relations, we conclude that (4.5) 
must be algebraic consequences of the remaining Maxwell’s equations, 
hence (4.5) must be of the form

Comparing (4.5) with (4.6), we have then (i = /)

Similarly

When i /, it follows that

and

dH!

i = 0

^a3 
dZ>3

dSx3

d$xl dSx2

dH3'

dDi dD2

dSxl d$x2
dHi dH2

dSxi + ■dS^ ä 
ldHk 01dDt

dSxi _ -dS^

(4-7)

(4-8)

(4-9)

(4.10)
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Hence

(z>/)

(4.11)

(4.12)

If in (4.9) we interchange / and k and differentiate with respect to Hi, 
and compare with (4.10) differentiated with respect to Dk, we get

^Sa4
dHidHiVk dDkdI)k (4.13)

The discussion hitherto has closely followed the uniqueness proof for 
S/iv given by V. Fock(9) in the case of an electromagnetic field in vacuum.

Now the assumption of bilinearity of the tensor components, together 
with the above equations, are sufficient to determine N44 within a multi­
plicative constant. For this component must be a linear combination of 
E2,I)2,H2 and ED since it is a three-dimensional scalar. Terms involving 
H D and H E are excluded since E, D are polar vectors in opposition to H, 
which is an axial vector. These properties are included in the expression

(4.14)

where (it and b may involve the material constants. From (4.13) one then 
finds at = brjt. The constant b is not determined; with our customary choice 
of units b = — I, i. e. S44 = — k(E■ D +H2).

Considering now the spatial component Stk, we see that it can contain 
linear combinations of the terms EiEk,EiDk,EkDi,DiDk and HtHk. From 
(4.2) with a = i it follows, since the momentum density is a polar vector, 
that Sik must be invariant under space inversion. Therefore terms like EiHk 
and DtHk cannot be present. Moreover, we can have terms with the unit 
tensor <3a multiplied with a scalar, the scalar being of a form like the right 
hand side of (4.14). We then write

I■S/a,. = ciEtEk+ czEtDk+ czDiEk+ c^Di.Hk + c^HiHk— 2 diD* + cqH2
\z = 1

i 3= (crzyp/* + C2^t + c3r/* + c£)DiDk + c^HiHk - ôik\ J diDi + c^H2
(4.15)
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The constants ci and di shall not be restricted to be independent of the 
material; they shall be permitted to contain symmetric terms such as the 
sum 771 4-772 4-773 - From (4.1) we now have (rji - r^Çcz - C3 + 1) = 0, which 
means

C3 = C2 + 1. (4.16)
From (4.7) with a = 1,

2 (c^? + c3tj1 + c4 - dx) =

= WlK + C2^1 + Wlz + Q = CldlVs + C2*71 + C3^3 + C4 •

J (4.17)

From the last equation it follows that

C1Î71+C3 = 0. 
With a = 2 we get

2 (c^l + c2rj2 + c3rj2 + c4 - d2) =

= + C2^2 + W1 + C4 = Cl%% + C2^2 + C37]3 + C4 .
Hence

(4.18)

I (4.19)

cit]z+ C3 = 0. (4.20)

Comparison of (4.20) with (4.18) gives ci = C3 = 0. From (4.16) then cz = 
-1. Now (4.17) and (4.19), together with the corresponding equation for 
a = 3, yield

C4 = 2c?i 4-771 = 2dz + r]2 = 2d3 + 7]3. (4.21)

If we use (4.11) with a = l,i = 1,Z = 2, we obtain

W4 = ?71(2tZ2 + ^2), (4.22)

which, together with (4.21), is sufficient to determine the constants

C4 = 0,di = - |77i,c?2 = ~^r]z,d3 = -^3. (4.23)

We now turn our attention to the terms Su. As the momentum density 
is a polar vector, any actual bilinear combination can be written in the form

Su = (4.24)
i,k

where /) may contain material constants. Putting a = 1 in (4.9), we have

(4-25)

Mat.Fys.Medd.Dan.Vid.Selsk. 37, no. 11.
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which are compatible with (4.24), when /'a = /b = z. Similar arguments for 
a = 2,3 give /i = i. Therefore

Si4 = = i(DxH)i. (4.26)
k*

Then (4.10) gives, when a = 1, z = 1, 7 = 2, that C6 = —-£• With another 
combination of indices, or from (4.8) or (4.12), one finds C5 = -1. Inserted 
into (4.15)

Sik = -EiDk-HiHk + ô^iED + H^. (4.27)

In the same way one finds from (4.9) and (4.10) that the remaining com­
ponents are

Su — = i^ExH^i. (4.28)
k k

We have thus arrived at Minkowski’s tensor.
Note that as a result of the linear combination postulated in (4.15), we 

obtained to a certain extent the dependence on rji of the coefficient in front 
of DiDk on the right of this equation. If instead we had put the first term of 
the last expression equal to the general form ctkDiDk, the equations (4.1) 
and (4.7—10) would not have been sufficient to determine the components 
cik such as given above, where q* = ci^py* + C2^z + C3^ + c4.

The foregoing procedure is based on the assumption of different material 
constants; the conclusions are valid only when T]i — r]k^Q- If, however, two 
of these constants are equal, but different from the third, we see without 
difficulty that the present treatment need not be changed. In the deduction 
of (4.16) for instance, we use first the two unequal rji and rjk to give C3 = 
C2 + 1. The same considerations apply when we construct the equations cor­
responding to (4.18) and (4.20), giving ci = C3 = 0, as before. We arrive 
again at Minkowski’s tensor as the final result.

But if the ip are all equal, our equations are not sufficient to determine 
the components Si0l uniquely. With a simplified expression for Sj* corre­
sponding to (4.15) and the assumption (4.24), we can use (4.7—10) and 
determine the quantities Six, except for a multiplicative constant. This con­
stant comes in addition to the multiplicative factor appearing in the determi­
nation of S44. This is connected with the fact that we cannot take advantage 
of the dipole model in this case; instead, we may take into account that 
Sxß is a tensor under Lorentz transformations. These concepts are taken up 
in the next section.



Nr. 11 19

5. Uniqueness from Second Set of Conditions

In this section we shall give another formal derivation of Minkowski’s 
tensor, based on somewhat different initial conditions.

Let us first refer to the treatment in Lock’s book<9\ for a consideration of 
the problem to determine in general an energy-momentum tensor Sxß 
uniquely. He takes explicitly into account that Saß be a tensor, and he re­
quires it to be symmetric and to have a vanishing four-divergence. However, 
to determine Sxß uniquely (or within a constant multiplying factor, provided 
that suitable conditions exist at infinity), he finds it essential to lean on the 
requirement that the energy-momentum tensor should be a function of the 
state of the system. By “state” is meant the following. If the equations of 
motion and the field equations are written as first order equations for the 
unknown functions (pi, the latter functions are said to characterize the state. 
Any function of (pi that does not contain their derivatives and also does not 
contain the coordinates explicitly, is called a function of the state. With this 
additional conditions imposed, he claims the energy-momentum tensor to be 
determined in principle for every physical system.

Now our system is different from those considered by Fock since Sxß 
must be permitted to be asymmetric. Therefore we shall carry through the 
proof in detail.

We recall the three initial conditions which were given in the preceding 
section. Here we shall release the condition 1 and instead require Sxß to be 
a function of the electromagnetic state of the system. Since the field equations 
contain the field quantities only (and not the four-velocity of the medium 
explicitly), it follows that Sxß also contains only field quantities. This is to be 
true in any inertial frame, and we shall use this property explicitly when we 
perform Lorentz transformations. We have thus

Sxß = Saß(E,D,H,B). (5.1)

2. The tensor is still required to be divergence-free

2SßSaß - 0, (5.2)

where also in this section the summation convention is avoided.

3. The tensor is still required to be a bilinear form.
The material constants are in general £$* and «it. From geometrical con­

sideration of the fact that in K° the magnitude of P° is proportional to that 
2* 
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of E°, while the angle between P° and E° is constant for a given orientation 
of the field, it follows that eik is symmetric. Similar considerations apply to 
iiik. Also isotropic media are now included in the description.

The next task is to show that, within a multiplicative constant, the con­
ditions mentioned are sufficient to yield Minkowski’s tensor. It is natural to 
work directly with the field quantities E,D,H,B instead of eliminating some 
of them by means of the constitutive relations in I<°. Eqs. (5.2) are algebraic 
consequences of Maxwell’s equations

i dB i öd
?xE=-- — v*H = - — (5.3)

c dt c dt

v •/) = 0, v -B = 0 (5.4)

and the constitutive relations. Eq. (5.1) implies that we have to write the
constitutive relations in a form where neither the material constants nor the
body velocity is present. The simplest way of eliminating the material con­
stants in K° is to write

B0-d°B0-D0-d£B° = 0 (5.5)
’ (^ = 1-4)

H0-d°B0-B°-d°Hü = 0, (5.6)

so that the constitutive equations involve the first order derivatives of the 
fields, as do Maxwell’s equations. Now (5.5) can be written ZXFfyd^Hfß — 
Hfyd^Ffy') = 0, which cannot be brought into a covariant form except by 
introducing the four-velocity Vfl of the medium. Similarly for (5.6). We 
therefore try to write the constitutive relations in K as a linear combination 
of the terms 'ZFaßd[lHlxß and ZFyßd^F^ß and readily find that

1 (F^ßd^H.ß - H^ßd^F^ß) = 0 (5.7)
a> ß

or
E-d^D-D-d^E + H-d^B-B-d^H = 0 (5.8)

represent the simplest form of the constitutive relations with the required 
properties.

Let us then write (5.2) in the following form, assuming Sxß to be a func­
tion of the state:
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dEt dxt
+

åS^dDj 
dDt dxt

dS^dHl + 
dH.dx.

ds^dB\ + 
dBi dxj

1 V l'àSx4 dEt + dSa4 dDt dSa4 dllt + d_Sa4 dB\ = () 
icZ^lydEl dt dDt dt dHt dt dBt dt /

(5.9)

and demand (5.9) to be algebraic consequences of (5.3), (5.4) and (5.8). 
By means of (5.3) two of the time derivatives can be eliminated, but the 
derivatives Èi and Hi cannot be eliminated by means of Maxwell’s equations. 
The actual equation is then (5.8) with /z = 4, and by comparison with (5.9) 
we obtain the conditions

- A“D1’ " A"B'- (5.10)
dEi dHi

Since Sa4 is a bilinear form, the quantity Ax must be independent of the 
fields. Eq. (5.9) now reads

y M/ dEz
dxi

+

yds^dBj = o 
■< dBi dxii, i

dS„\dHl V
- iA öjcuEic- iôkn -— + / —

dDk) d xt dl

(5.11)

This equation must be a linear combination of the remaining equations 
(5.4) and (5.8) with /i = 1,2,3. Only linear forms are permissible because 
we have assumed the condition (5.1), and inspection of (5.11) then shows 
that only terms linear in the derivatives are present. Hence (5.11) must be 
of the form

2Cxi(D-dtE-\ B-diH- E-diD-H-diB) + Fav • D + Gx v B, (5.12) 

where the Lagrangian multipliers CXI, Fx and Gx do not contain differential 
operators d^. By equating (5.12) to (5.11) we can look upon this new 
equation as an identity in the derivatives of the fields with respect to the 
coordinates, because of the presence of the multipliers. Hence we obtain the
relations

+ iAxôkiiHk + iôkud^ = CaiDi 
dEi dBk

(5.13)
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When i l,

When i = l,

^^<xi 
dH,

iAxô/ciiEk - iôkti (5.14)

(5.15)

(5.16)

(5-17)

(5.18)

Then put a = 4, and examine which simplifications can be made in these 
equations from the requirement of bilinearity of Sxß. If we make a rotation 
of the spatial coordinate axes in K, we know that dßS4ß remains unchanged, 
and so the expression (5.12) is also unchanged. Hence, since the expression 
in the parenthesis in (5.12) transforms as a three-dimensional vector, the 
quantities C4i must transform similarly. But according to the bilinearity of

C4i must be independent of the fields, therefore C4i = 0. By similar 
arguments we conclude that F4 = G4 = 0.

The reduced system of equations we have now obtained is easily solved 
for the components S4ß. By assuming the form

S4j = 2 àtjk(aiEjHk + a^EjBk + adDjHk + (5.19)
j, k

we obtain from (5.15) and (5.16) that <72 = 03 = 04 = 0. If we fix the re­
maining constant cq = i, we obtain

S« = (5.20)
Similarly, by assuming

S44 = + M2 + b3H2 + b^lF + b5ED 4- b«H • B. (5.21 )

we obtain by virtue of (5.13), (5.14) and (5.10)

S44 = - |(£ B + H B). (5.22)
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The discussion hitherto is in principle similar to that leading to the 
components S4ß in section 4, although the discussion has been carried 
through for any K. But in order to find the remaining components, we shall 
use (5.1) and the tensor property of Sxß. We perform an infinitesimal 
Lorentz transformation , where the antisymmetric is
given by a>ik = <pj(cycl), co <4 = iiif/c. We obtain

, 1
ÖE = E — E = — (MX B) — (çj x E )

ÔD = — (u x H ) — ((p x D)

bH = ---- (u x D) — (cp , H )

ÔB = - (u x E) — (yp x B). 
c

(5.23)

When a system in general is described by a set of functions ys, the change 
of these, on account of the present transformation, can be written as

(5-24)

where the antisymmetric are functions of ys. We follow the method 
given by Fock(9) (§ 31*) by introducing a set of operators X/JV by the equa­
tions

^(A) =
s

dh 
dVs’

(5.25)

where h is some function of ys. Hence

*/zr(n) =

which, inserted into (5.24), gives

Ôys = MfivXsVCys)-
p, v

(5.26)

(5-27)

The variation ôh can also be expressed in terms of these operators; we have
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With h = Sxß(y8);
™«ß = I l^vX^(Sxß).

/LI, V

(5.29)

This equation is compared with öSxß obtained from a tensor transformation

and there results

(5.30)

X^(Sxß) = önaSvß- 0vaSfiß + 0fißSXv~0vßSx/i- (5.31)

Finally, from (5.25) and (5.26)

x'-W - 2W77,)p « dys
(5.32)

In our case ôys are given by (5.23), and as S44 and Su are already found, we 
shall see that the present equations are sufficient to determine the remaining 
components Stß. It should be noticed that, as ys denote the field quantities, 
eq. (5.1) is essential for the passage from (5.28) to (5.29). Further, it is 
essential that Sxß is a tensor for the establishment of (5.30).

Now compare (5.23) with the general (5.27). There results

X^(?s)

X4i(/S) =
i, k \ oBk dE

From (5.31) we obtain

Calculating from (5.32)
X4/(S44) = Si4 + S4f.

(5.33)

(5.34)

*4%S44) =

and using (5.33) and (5.22), we get

X4i(S44) = i(Z)xB + £xZZ)i. (5.35)
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From (5.35), (5.34) and (5.20) then

Si4 = i(D x B)i.

From (5.31) we have for the spatial components

Sik = (Sik) + •

(5.36)

(5.37)

From (5.32), (5.33) and (5.20) 

x4/(s4o = S*4i(ys)
dS^k 
dys

- EiDk - HiBk + ôik(E D i H B), (5.38)

and from (5.37) then

Sik = -EiDk-HtBk+ lôik(E-D + HB). (5.39)

The adjustment of the constant «i in (5.19) has thus led to Minkowski’s 
expression for all components. It follows that the two sets of assumptions 
from the preceding section and the present section must be equivalent.

III. Derivation of Minkowski’s Tensor by a Semi-Empirical Method
6. Consideration of a Plane Wave Travelling through Matter at Rest

This chapter forms the central part of our work. By using the pheno­
menological theory and leaning on experiments, we shall construct the 
electromagnetic energy-momentum tensor in the simple optical situation 
where a plane light wave travels through a dielectric body at rest. We 
emphasize that we do not intend to give a formal derivation of Minkowski’s 
tensor; we use simple, formal arguments to illustrate what may happen, 
and then take the lacking information from experiments.

Isotropic matter
One might first think of the possibility to use microscopical considera­

tions as a guide to construct an expression for the force density directly 
in terms of the macroscopical fields. Some attempts have been made in this 
direction(W, H). We shall study the microscopical line of approach to some 
extent in the next section, but mention already now that there are some 
difficulties of principle with a construction of the force density in this way. 
The macroscopical force can be written as the average over appropriate 
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regions in space and time of the microscopical force acting on the external 
charges and currents, as well as on the matter itself. But since the force is 
of the second order in the field quantities, we cannot simply find it in terms 
of products of the macroscopical fields when the microscopical fields are 
correlated in an unknown way.

Further, the macroscopic variational method which is applicable in 
electrostatic and magnetostatic cases commonly fails when the fields are 
time varying.

Let us then employ the simple macroscopic method followed, for in­
stance, by Landau and Lifsiiitz(4>. It is usually so that the stress tensor and 
energy density may be taken as the sum of the parts corresponding to the 
electrostatic and magnetostatic cases. This is a reasonable construction at 
frequencies much lower than the eigenfrequencies of the molecular or 
electronic vibrations which lead to the electric or magnetic polarization of 
the matter. Then the linear relations between E, D and H B are still valid, 
when the fields are not too strong. But the latter relations are valid also in 
the optical regions where the dielectric permeability is approximately 
frequency independent in virtue of the electronic polarization, but where the 
contribution from the slower molecular vibrations is absent. In this optical 
region we can therefore approximately put the magnetic permeability equal 
to 1. We assume that the above-mentioned construction of the stress tensor 
and energy density is valid also in this case, so that these quantities are given 
by (1.5 a) and (1.5 c).

As in the former treatment in section 3, we ignore electrostriction and 
magnetostriction effects.

We then have to determine the remaining components of the energy­
momentum tensor S/lv. First, we use the experimentally known fact that an 
electromagnetic wave approximately does not lead to heat production in an 
insulator through which it moves. This corresponds to the fact that the wave 
is scattered elastically on the particles constituting the matter. So we must 
practically have = 0. By means of the field equations we can form the 
expression

d
v -c(ExH)+-l(E-D + H-B) = 0, (6.1)

v 7 7 v 7

which is consistent with the continuity equation for electromagnetic energy 
when the energy flux equals

5 = c(Ex H). (6-2)
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it is of course true that (6.1) does not unambiguously determine the energy 
llux to be given by (6.2); for instance, 5 could in addition contain a term 
of the form of a curl. But such possibilities are of no interest for our problem.

To determine the momentum components S/a, we make use of the rela­
tion N = c2g, whence

g = -(ExH). (6.3)
c

The components that we have found up till now constitute a tensor which 
we shall call1 SAV, with a corresponding force density fA. Our next task is 
to examine the consequences of this force. Let us therefore consider the 
simple situation where a plane wave with E = Eoß2 sin (kx — cot) travels 
along the x-axis in an isotropic body. We have k = nco/c, where n = l/e/z 
is the refractive index of the medium. It appears that # = ^[(n^-O/c] 
(dldt)(ExH)i, so that there is set up a fluctuating force in the x-direction. 
This force is rather small; we see that fA is of the order (l/c)(n2— 1)(£ x H)i 
= (l/c/z)(n2— l)(e — 1)-1(P x B)i & (1/c)(PxB)15 which on a microscopical 
scale (per dipole) corresponds to the magnetic part of the Lorentz force: 
(e/c)(uxA)i, where h is the microscopical magnetic field and e, u the 
electric charge and particle velocity, respectively. Now we see that the ratio 
U2/c«l. In fact, if we accept a simple model with electronic polarization, 
one dipole per atom, e equal to the electron charge, and put h equal to the 
macroscopical field strength B E which is set equal to 10 volt/cm, we 
obtain with optical frequencies ß = u/c 10-10, where u = | u\. Such a 
rough estimation is sufficient to show that quantities proportional to ß2 can 
be taken to vanish. For instance, since the force on the dipoles in the x-direc­
tion is of the order of ß times the force on the dipoles in the y-direction, we 
have also a particle velocity in the x-direction which is m & ßii2. The work 
performed by /'f1 per unit time is then fAui ß2 x (work performed by fA per 
unit time) « 0. This is consistent with the result above which also has 
experimental support: fA = 0.

1 S;],, is equal to Abraham’s tensor.

Let us now introduce a mechanical energy-momentum tensor U^v such 
that

(6-4)

In writing this equation, we have already assumed that gravity effects are 
absent. For instance, if the medium is a fluid then, in the absence of fields, 
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the diagonal components of the stress tensor are equal to the pressure, and 
the divergence of Une yields the gravitational force density. But since these 
effects are of no principal interest here, we shall omit them; hence we inter­
pret the tensor (S^v + U^v) to describe a closed system.

With the plane wave considered the only interesting component of Ga­
is Un, the effect from the wave on the other components of Uik is zero. 
The force can be thought to act in two ways. (1) It may cause each dipole 
to fluctuate about a fixed position, the same position as the dipole occupies 
when the fields are absent. (We ignore thermal motions, which are of no 
interest here.) On an average, no momentum is then transferred to the 
dipoles; instead, a kind of small stress is set up. (2) But the effect may also 
be that a momentum in the x-direction actually results. Since di can be 
replaced by - (n/c)(d/dt), we obtain from (6.4), with Un = icg™ech,

(6-5)

From this point of view the main effect of /’f1 is to produce a mechanical 
momentum, so we shall assume the contribution to Un from mechanical 
stresses to be vanishingly small. Furthermore, the component Un contains 
also a part Qmul corresponding to the kinetic energy of the motion in the 
x-direction, but the quotient Qmull(cg™ech) = so that this kinetic
part can be neglected. Hence, ignoring the first term in the parenthesis in 
(6.5), we obtain by means of (6.3) and (1.5 a) 

n2 — 1
(E ■ H h + const, (6.6)

where the constant may depend on EQ.
At this point we cannot get any further by theoretical considerations. 

We shall therefore seek the remaining information from experiments in 
optics. In this paper we shall consider three experiments which are of im­
portance for our problem; these experiments are mutually in agreement and 
especially two of them seem to yield sufficient information as to which 
energy-momentum tensor should be taken as the most convenient. The first 
experiment—which has immediate application in the present situation—is 
the Jones-Richards experiment to be described below. The two other experi­
ments are related to the propagation of light in moving media, and will be 
described later in section 9.



Nr. 11 29

Jones and Richards measured the radiation pressure on a metal vane 
from an electromagnetic wave passing through a dielectric liquid. Their 
result is most easily explained by attributing a momentum density (1/c) 
D x B to the wave. This behaviour is consistent with assuming the alternative 
(2) above to be correct and putting the integration constant in (6.6) equal 
to zero. Thus

n2 — 1-
^mech = -----------(ExH). (6.7)

We note that (6.6) cannot be supplemented with some initial condition 
to give an unambiguous result. Sommerfeld*12’, for example, has examined 
the behaviour of “die Vorläufer”, i. e. the incoming field before the station­
ary state is achieved. The result is that at first the field frequencies are much 
higher than the atomic frequencies of the medium. Therefore dispersion 
effects must occur, in contradiction to the assumptions leading to (6.6).

We then turn our attention to the components U4v. We found above that 
/f4«! was practically zero, therefore the mechanical energy density Wmech = 
- U44 must also be practically equal to the rest mass density. (The contribu­
tion to the energy on account of the force components lying in the yz-plane 
is already incorporated in S^4.) The actual equation of motion is

dS™ech
dæ +

d yymech

(6-8)

where S^cch denotes the flow of mechanical energy in the x-direction. 
According to the principle of inertia of energy we can put 5inech = c2^"16011, 
where ^mech is given by (6.7). Smech corresponds to a very small motion of 
dipoles; with the simple model above we found that m IO-10 cm/s and 
because of the elastic coupling to the atoms the motion will be even smaller.

The kinetic energy on account of this motion is of course practically 
zero, but yet a finite energy transport is achieved by the great rest mass. 
As the wave proceeds through the body, new domains of matter are con­
tinuously being excited; and when the wave has passed, the dipoles have 
been displaced by a small amount in the x-direction.

Now, after having interpreted the components of U„v, we introduce the 
quantities defined by

0iv = Utv, e4v = 0, (i = 1,2,3; v = 1-4). (6.9)

-dr(S^ + 0^) = -dvS™ = 0, 
Then

(6.10)
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where S™v is Minkowski’s tensor, which accordingly describes the propaga­
tion of the total travelling system, both the electromagnetic field and the 
mechanical excitation caused by the field. The small displacement of matter 
and the rest energy itself are ignored in this context.

Concerning ^mech given by (6.7) we note that this mechanical quantity 
is expressed chiefly by electromagnetic ones. This is a characteristic feature 
of the phenomenological theory, and similar things are also found for in­
stance in the expression for the electrostatic field energy density in an iso­
tropic medium where, besides the pure field part -%E2, there appears an 
amount of internal energy in the medium, which is written as JB-P = 
|(e-l)E2.

The Jones-Richards experiment^
We shall now consider the experiment to which we referred above in 

order to find the result (6.7). In 1951, R. V. Jones*133-) first reported in a 
short note a measurement of the radiation pressure in various dielectric 
fluids, and later, in 1954, R. V. Jones and J. C. S. Richards*1313) gave an 
extensive report of the final experiment. We find that this excellent experi­
ment clearly demonstrates that it is most simple and convenient to ascribe a 
momentum density (l/c)(DxB) to an optical wave travelling through a 
refracting fluid. The experimental arrangement was the following: A ray of 
light passed through a glasswindow into a dielectric liquid and was reflected 
in the opposite direction by a metal vane immersed in the liquid. (Actually, 
the authors used two rays of light which were falling asymmetrically on the 
vane, and the vane was mounted on a torsional suspension.) The ratio 
between the pressure on the vane when it was immersed in the liquid and 
the pressure on the vane when it was surrounded by air was measured. 
This ratio was found to be equal, the external conditions also being equal, 
to the refractive index of the fluid. Let us apply a simple theoretical argument 
and first consider the divergence-free Minkowski’s tensor with momentum 
density equal to g = (l/c)DB = n2S/c2. The symbols are referring to the 
incoming wave in the liquid. The momentum transferred to a unit surface of 
the vane per unit time is thus pn = (l/c)nS(l + R), where R is the reflectivity 
of the vane. Dividing by the vacuum (air) pressure po = (l/c)So(l + Ro) and 
assuming So = S and Ro = R, we find indeed the simple formula pn!po = n. 
(See also the analysis by G. Rosenberg*8).) It is evident that a number of 
corrections are called for in this formula, owing to the fact that the external 
conditions in reality are varying with n. For instance, although the intensity 
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of the radiation source (which is outside the container) is kept constant in 
the experiment, the intensity S will depend on the refractive index in a way 
which may be described by means of Fresnel’s formulas: The electric field 
E of the incoming wave in the liquid is related to the electric field Eg of the 
incoming wave in the glass by E = 2Eff/(l +n/nff), where nff is the refractive 
index of the glass and p is put equal to unity. Hence pn/po = nS/So = 
(1 +n£,)2(l + ng/n)~2 which, in the case of a typical fluid, amounts to a cor­
rection of approximately 4% with respect to the simple formula quoted 
above.

Apart from this correction, Jones and Richards carefully took into 
account corrections arising from other effects, such as absorption in the 
liquid, multiple reflections at the vane and the window, and dependence of 
the reflectivity R on the refractive index of the fluid. Unwanted effects from 
convective forces in the liquid were eliminated experimentally by means of 
a chopping technique. After these various secondary effects had been com­
pensated for, the agreement between theory and experiment was found to 
hold within approximately 1 °/o for all the six various liquids investigated. 
This agreement is remarkable, in consideration of the small effects involved 
(the mechanical couple measured was of the order of 10~6 dyne cm).

If now in the calculation above we had inserted the expression g = (1/c) 
EH for the momentum density, we would have got a factoi* 1/n2 different 
and hence disagreement with the observed data. This does not mean, how­
ever, that Minkowski’s momentum density is correct and all other alterna­
tives wrong, for the calculation above applies only to the case of a divergence- 
free tensor. The experimental result does not prevent us from using an 
energy-momentum tensor with a non-vanishing force density such that the 
effect from the force is to be added to the effect considered above. But for a 
divergence-free tensor, the experiment supports Minkowski’s expression.

Anisotropic matter
This situation is analogous to the preceding one so we shall not go into 

detailed considerations. We niay choose the stress tensor to be given by 
(1.5 a) also in this case, in accordance with the dipole model from section 3. 
By using the same argument as before, we find that the energy flux and mo­
mentum density of the field are given by (6.2) and (6.3). The four-force 
density f't derived from this preliminary energy-momentum tensor is given 
by f = (l/c)(5/cfi)(Z) x B - E x H), = 0, when no charges or currents are
present. Then we suppose that this force excites a mechanical momentum 
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density (1 /c)(D x B - E x H) which travels together with the field. Including 
this quantity in the energy-momentum tensor, we obtain finally Minkowski’s 
tensor as given by (1.5). That S^^S^k corresponds to the fact that the small 
motion of matter particles is not taken into account, while the asymmetry 
of the spatial components S™k is connected with torques.

7. On the Microscopical Method of Approach

Even though we are concerned mainly with the phenomenological theory 
and in the preceding section employed an intermediate method, we shall 
here mention some papers where more or less microscopical theories have 
been developed.

First, we refer to the treatment of Tang and Meixner*14). This method is 
not purely microscopical, and the main idea is rather similar to that we 
presented above. The authors make use of the total energy momentum tensor 
written in a form given earlier by Kluitenberg and de Groot*15), and 
examine the excitation of matter set up by a plane electromagnetic wave 
travelling in a fluid. From the differential conservation equations they obtain 
an expression for the velocity variations and hence evaluate the total energy­
momentum tensor in a form where the oscillating terms are shown explicitly. 
On a time average the formal results are compatible with the results we 
earlier obtained. We should perhaps point out, however, that in spite of the 
formal completeness of the method one should in addition use experimental 
results to get information about the average velocity of matter in the original 
rest frame. For instance, in the frame where the constituent particles have 
no mean motion, one ends up with S^v plus the tensor corresponding to the 
rest mass properties of the medium as the total one.

Next, we shall take up a question which has led to one of the strongest 
arguments in favour of a symmetrical tensor: The macroscopical tensor S/lv 
should be derivable from the corresponding symmetric, microscopical tensor 
s/lv by averaging over appropriate regions in space-time, and should thus 
maintain its symmetry property. This argument was originally given by 
Abraham*16), and his view seems to have been supported by several physicists 
(i. e. Landau and Lifshitz*4), Pauli*17)).

But it can be seen that averaging procedures do not make difficulties for 
Minkowski’s theory. Consider a limited electromagnetic field within an 
insulator; by averaging over space-time elements, we obtain for the torque 
density in component form - xidvskv + Xkdvs-tv. Comparing with the corre­
sponding torque calculated from the macroscopical tensor, we get
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- + 5ifc -~ ^idvskv +xkdvsiv. (7.1)

Now introducing the dipole model in charge-free homogeneous regions of 
the anisotropic body, (7.1) reduces to

^ik~^ki ~ ~ ^i^vSkv ^k^vSip . (7.2)

The right hand side of (7.2) is not necessarily equal to zero, therefore Sa­
is not equal to Ski in general. This result is what we might have expected; 
while it is sufficient to regard the macroscopical tensor to be given by the 
averaged microscopical one in regard to linear quantities (forces), this con­
sideration is insufficient in regard to second order quantities such as torques. 
We have f\ = ~dvSiv = —dvSiV, but SiV cannot express that the microscopical 
forces act at different points within a dipole. However, S/(V must take into 
account the macroscopical effects arising also from this fact.

The above reasoning is mainly the same as that carried out by Ig. Tamm 
(see ref. 1, §75).

Then we shall consider to some extent the recent series of papers by 
de Groot and Suttorp(18). These papers represent presumably the most 
extensive microscopical treatment of the problem that has appeared. The 
advantage of a purely microscopical method is that one obtains expressions 
for the total energy-momentum tensor, the sum of the electromagnetic and 
the mechanical part, de Groot and Suttorp give two expressions for the 
electromagnetic energy-momentum tensor, both of which are different from 
Minkowski’s tensor. They claim that Minkowski’s tensor (and also Abraham’s 
tensor) cannot be justified from a microscopical point of view. Their first 
proposal, obtained by means of statistical arguments, reads in the momen­
tary rest system of matter, if the body is a fluid,

Sik = -EiDk-HiBk + ôikQEt+iBZ- MB) (7.3a)

Su = S/4 = i(E\H)i (7.3 b)

S44 = -1(£2 + B2), (7.3 c)

where these terms have been extracted from the expression for the total 
tensor. But we have to point out that this is not primarily a derivation of the 
electromagnetic tensor, it is a choice. There is no a priori reason to take out 
just these terms and consider them as constituting the electromagnetic 
tensor, even though it seems to be the simplest choice from a formal point 
of view. For the macroscopical fields are contained also in the remaining 
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terms of the total tensor, although they are there mixed up with mechanical 
quantities. This ambiguity of splitting is inherent in any microscopical 
theory, de Groot and Suttorp claim that in a macroscopical treatment, 
in which the material tensor is not determined, the problem is to a large 
extent undetermined. We agree that there is an ambiguity present in the 
macroscopical theory—the problem is to some extent a matter of con­
venience— but we must point out that this ambiguity is not removed upon 
transition to the microscopical theory.

de Groot and Suttorp also employ thermodynamic methods and give 
another form for the electromagnetic tensor which includes the whole inter­
action between field and matter, i. e., it is equal to the total tensor, minus 
the mechanical tensor in the absence of macroscopical fields. This tensor is 
interesting since it is closely connected with the result we obtained macro­
scopically. (The stress tensor obtained in section 3 was based on the free 
energy (3.1) in the electrostatic case, and this quantity certainly contains 
the whole interaction between field and matter since it is equal to the work 
exerted in building up the field.) Actually, this result is compatible with 
Minkowski’s tensor, if one ignores the dependence of the material constants 
on the density and temperature, as we have done in our investigation, and 
one employs our former interpretation concerning the moving dipoles in K°. 
For in the frame where the matter has no mean motion, their tensor agrees 
with Minkowski’s tensor, except for terms involving gradients of the material 
constants, and except for the momentum components which are given as 
St4 = i(E x H)i. If we then go over to the original rest frame and add the 
contribution to the momentum from the small motion of the constituent 
particles in K°, we obtain Minkowski’s tensor. The corresponding contribu­
tion to the energy flux is included in the mechanical tensor.

Summing up these remarks, we think that the microscopical theory, in­
volving a derivation of the total energy-momentum tensor, is an interesting 
and very complete treatment of the problem. Both the macroscopical and the 
microscopical method imply certain ambiguities, the first one because the 
mechanical tensor is not determined in this wav, the second one because 
the splitting of the total tensor is not unique. However, if the task is to 
determine the electromagnetic tensor which is most convenient and therefore 
ought to be used, we think that the macroscopical method is both effective 
and by far the simplest method, if one in addition takes into account the 
experimental results.

Finally, we mention some microscopical treatments in which only the 
field part of the total energy-momentum tensor has been derived. H. Ott(19) 
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made an attempt to deduce the macroscopical electromagnetic tensor 
(assumed to be symmetric) by averaging over the microscopical quantities 
and imposing the subsidiary condition that, for an optical field, the four- 
component of force /4 should be zero. Further, Dallenbach(20) made use of 
the electron theory to give a covariant derivation of the electromagnetic 
tensor. He obtained Minkowski’s tensor as the result. These different results 
reflect characteristic ambiguities that are encountered, and we shall not go 
into further details.

IV. Further Developments, Connected with Relativity Theory

This chapter contains extensions and applications of results that have 
been obtained up till now. In particular, we shall be interested to demon­
strate explicitly the characteristic features that are encountered when Min­
kowski’s tensor is used. Thus we shall consider both specific examples and 
more deductive procedures which are intimately connected with Minkowski’s 
tensor. These topics have been rather extensively studied in the literature. 
In this chapter we consider isotropic media only.

8. The Canonical Energy-Momentum Tensor

The Lagrangian and the Hamiltonian formalisms in special relativity are 
frequently used in order to find the energy-momentum tensor of some 
system. Let us apply this kind of method to the situation where an isotropic 
and homogeneous medium, containing a radiation field, is moving with the 
uniform four-velocity V^.We may start from Noether’s theorem, which here 
can be written

(8.1)

Here A,, is the electromagnetic four-potential, and Axv = drAx. Further, L 
is the Lagrangian density, which we choose as

= ~ -^FiivFfiv + (8-2)

H/lv is the tensor defined in section 1 ; the covariant relation between Hf(V 
and F^v is

3*
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F UV X(^P^tZ ^V,), (8-3)

where x = (e/z — l)/c2, F/z = F/JiVVv. It can readily be verified that the varia­
tional equations

dL d dL
ar~a WT~ = Q (8-4>dxvdA^v

with L inserted from (8.2) lead to Maxwell’s equations. In the derivation of 
(8.1), eqs. (8.4) have been used. For a derivation of Noether’s theorem in 
general see, for instance, the review paper by E. L. Hill<21>.

The (5-quantities in (8.1) refer to infinitesimal symmetry transformations 
of coordinates and dependent variables, i. e. the field equations must be 
unchanged in form under the transformations. Employing the infinitesimal 
translation in four-space x/t = x^ + ôx^,ôxfl = const as a symmetry trans­
formation, we obtain from (8.1), since ôAfl and ôV^ vanish

= 0, (8.5 a)

dL
where S™n = Ld^-—- Aa/Z (8.5 b)

v

is the canonical energy-momentum tensor. By means of (8.2) we then find

= HvaAa,/i - 1 (8.6)

This tensor is neither symmetric nor gauge-invariant. In order to eliminate 
gauge-dependent quantities we may add H^A^ x on the right hand side of 
(8.6), whereby we obtain Minkowski’s tensor. The additional term is diver­
gence-free, and does not influence the conserved four-momentum obtained 
from S^n. (When x = 0 the electromagnetic field becomes a closed system, 
and in that case the additional term may be found by means of the well 
known field theoretical symmetrization procedure, due originally to 
Belinfante^22) and Rosenfeld<23>.)

It is thus apparent that Minkowski’s tensor readily adjusts itself to the 
canonical procedure. We have to emphasize, however, that the foregoing 
procedure does not determine Minkowski’s tensor uniquely. One of the 
reasons is that the Lagrangian density (8.2) corresponds to a non-closed 
system and thus we have, from a formal point of view, no initial information 
as to whether the four-force density vanishes or not. If we demand that the 
force density shall vanish, then Minkowski’s tensor is the simplest result 



Nr. 11 37

emerging from the formalism. But this tensor is still not determined 
uniquely, since there is no a priori reason that only the field quantities be 
present in the electromagnetic tensor. Terms involving the material constants 
£ and u and the four-velocity may be present, and still the tensor may be 
divergence-free.

We mention that some interest has been given to the problem of how to 
make use of the phenomenological Lagrangian methods sketched above and 
then construct the Lagrangian and energy-momentum tensor for the total 
system, matter plus field. We may refer to a paper by Schmutzer<24\ who 
as a result claimed Minkowski’s tensor to be preferred for the field. It is 
obvious, however, that the same kind of ambiguity in the formalism is 
encountered here as in the microscopical theory we remarked upon in 
section 7 : One does not know which division of the total tensor into electro­
magnetic and mechanical parts should be chosen. One ought to have some 
information from experiments in simple physical cases in order to make a 
convenient choice.

Finally we mention that the problem of constructing the total energy­
momentum tensor is encountered also in magnetohydrodynamics, a field 
that seems to have attracted considerable interest during the last years. 
These works are carried out on a phenomenological level. Now the mechan­
ical energy-momentum tensor for the fluid, in the absence of a field, is 
symmetric. If Minkowski’s tensor is chosen for the field, as is often the case, 
one then has to add an “interaction” tensor in order to make the total tensor 
symmetric. See the papers by Piciion(25), Piiam Mau Quan(26) and Ran- 
coita<27>.

9. Transformation of the Velocity of the Energy in a Light Wave.
Two experiments

Consider a plane light wave within an isotropic and homogeneous 
insulator moving with the uniform four-velocity in the reference frame K. 
One defines the so-called ray velocity u as the velocity of propagation of 
the light energy. It is known that, similarly as in the case of an anisotropic 
body at rest, one has to distinguish between the ray velocity and the phase 
velocity. For an electromagnetic field in the vacuum, the ray velocity and 
phase velocity become in general equal. They are equal also in the presence 
of an isotropic medium in the special case when the medium is at rest, or, 
more generally, when the ray is parallel to the direction of the motion of the 
medium.
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It is shown in Moller’s book/1) that the ray velocity transforms like the 
velocity of a material particle. He starts with the following equation for the 
wave front of a spherical wave in K° being emitted from the origin at the 
time t° = 0 :

c2r02__/02 = 0 /9 n
n2

Further—and that is a crucial point—the corresponding equation for the 
wave front in K is found by means of the usual point transformations of 
each term in (9.1). That means that the world lines of the propagating wave 
are assumed to remain invariant in four-space upon a Lorentz transforma­
tion. From theoretical considerations there seems to be no cogent reason 
that nature really should conform to this assumption (it has sometimes been 
claimed that if a particle travels in the light in one inertial frame it will 
stay in the light also in another frame, but obviously this can be true only 
if the ray velocity transforms like the particle velocity). However, if we 
again invoke experimental results, such as those obtained in the Fizeau 
experiment described below, we find that the considered transformation 
property of the ray velocity actually is verified in simple physical situations. 
We shall see that this circumstance establishes a simple criterion which an 
electromagnetic energy-momentum tensor ought to fulfil, in order to be 
convenient.

Let Sflv be an electromagnetic tensor which shall describe the travelling 
wave. Since u is defined as the velocity of propagation of the wave energy, 
we have = icS^/Su = St/W. This velocity transforms like a particle 
velocity if and only if the quantities

u ic

I 1 - U2/c2 1 — U2/c2

constitute a four-vector. By performing an infinitesimal Lorentz transforma­
tion x^ = x/( + o)/ivxv between two inertial frames K and K', Møller*1) has 
shown that Utl transforms like a four-vector between these systems when

Rfiv = Snv + -^SfwUaUv (9-3)

vanishes in K. Since a finite Lorentz transformation may be composed of 
infinitesimal transformations, the equation R/lv = 0 is a general condition 

(9.2)
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that Sflv must satisfy in order that u shall have the required transformation 
property.

It is easily seen that it is sufficient to examine R^v in K°.
Møller shows that = 0 with Minkowski’s tensor, when the most 

general solution of the field equations representing a plane wave in K° is 
inserted. This feature means that Minkowski’s tensor gives an adequate 
description of the velocity of the energy in a light wave in any inertial 
system.

Similar conclusions have been drawn by several authors. The subject 
was first treated long ago by Sciieye*28). It was elaborated by von Laue and 
published in a paper in 1950*29). Another treatment was worked out, in­
dependently and almost simultaneously, by Møller, and published in his 
book in 1952*1). We may refer also to a paper by Schöpf*30). It has been 
shown by Manarini*31) that u given by Minkowski’s tensor transforms like 
a particle velocity also within anisotropic media.

Fizeau's experiment
Assume that the ray travels parallel to the direction of motion of the 

medium. By using Minkowski’s tensor, or simply by transforming the ray 
velocity u, we find in K, to the first order in v/c,

“= ;+ - i)* (9-4)
where the expression in the parenthesis is Fresnel’s dragging coefficient.

Fizeau checked the formula (9.4) experimentally. He used a two-beam 
interferometer with moving water in the beam path. The phase difference 
between the two beams was measured and was found to be in agreement 
with the result predicted on the basis of (9.4). Zeeman even verified the 
dispersion correction term to the formula (9.4). For a more detailed descrip­
tion of the experiment, and for references to the original literature, see § 8 
in Møller’s book*1).

[Note added in the proof: It has recently come to our attention that this 
kind of experiment has recently been repeated by W. M. Macek, J.R. 
Schneider, R. M. Salamon, Journ. Appl. Phys. 35, 2556 (1964). The au­
thors made use of a ring laser in order to measure the phase difference be­
tween the waves, thereby improving the sensitivity by several orders of 
magnitude. The dragging coefficient was measured in both a solid, a gaseous 
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medium and a liquid, and especially in the two first cases the agreement 
with the expression (1 - 1/n2) was found to be good.]

In a paper(14) which we also referred to in section 7, Tang and Meixner 
constructed an expression for the total energy-momentum tensor and also 
examined the transformation criterion of von Laue and Moller in con­
nection with a physical interpretation of the various terms in this tensor. 
Recently, de Groot and Suttorp(18) claimed that Tang and Meixner in 
this paper actually invalidated the transformation criterion. We cannot, 
however, agree with this statement. At least in the simple situation considered 
here the mentioned transformation property of the ray velocity u is verified 
experimentally; further, the relation u = S/W ought to be valid for an 
electromagnetic tensor which shall describe the total light wave.

A Sagnac-type experiment
In a recent paper Heer, Little and Bupp(32) reported an experiment 

involving the propagation of light through dielectric media in an accelerated 
system of reference. This is thus a kind of generalization of the Fizeau experi­
ment, which involved inertial systems only. Let us sketch some important 
features of this new experiment.

The apparatus is a triangular ring laser as shown in Fig. 1. L is a gas 
laser which gives rise to two travelling electromagnetic waves in the cavity, 
one circulating clockwise and the other counterclockwise. When the system 
is at rest the photon frequencies in the two wave modes are equal. Then 
imagine that the cavity is set into rotation with an angular velocity Q, such 
that the direction of Q is perpendicular to the cavity plane shown in the 
figure. The photon frequencies of the two beams now become different from 
each other; the beams interfere to produce beats which are counted at the 
detector D. This rotation-dependent frequency shift is called the Sagnac 
efTect (see the review paper by Post<33>). If a dielectric medium F is placed 
in the light path, the effect will depend on the geometry of the medium and 
on the velocity of light inside it, and will hence be connected with the 
electromagnetic energy-momentum tensor. This connection can be expressed 
in mathematical form as follows(34). The energy density W for one of the 
modes in the cavity frame is related to the energy density W° for this mode 
in an instanteneous inertial rest frame by

W = W° + -£-[r x(£xH)]. (9.5)
c

Only effects to the first order in £? are investigated, so that the fields in (9.5) 
may be evaluated for £? = 0. Within this approximation the integral H =
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Fig. 1.

J WdV, taken over the volume of the field, is a conserved quantity. Further, 

the integral of W° over the volume is the same for the two modes, so we 
obtain for the relative frequency shift

dr/v = AE

= (4/c)[ß- [rx(Ex7/)dVj

Considering the beam as a plane wave with a small cross section, we obtain 
from (9.6)

Av/v = (4£?A/c)jJ*(n + vdn/dr)d/j , (9-7)

where A is the area enclosed by the light path and dl the line element along 
the light path. In (9.7) also the correction from the dispersion has been 
included. The frequency shift Av is simply equal to the number of beats 
counted per unit time.

The material medium F in the beam path was chosen as pairs of quartz 
plates at anti-parallel Brewster angles. The value of the integral in (9.7) 
could thus be varied by varying the number of pairs. In order to eliminate 
the influence from the rotation of the Earth, one had to take the mean of 
the results obtained by rotating the cavity in the clockwise and in the 
counterclockwise direction. The agreement between the observed data and 
the results obtained on the basis of (9.7) was excellent.
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As a conclusion, we find that both the Jones-Riciiards experiment con­
sidered in section 6 and the two experiments considered in this section are 
explained on the basis of Minkowski’s tensor in a very simple way1. And 
this is the main reason why we consider Minkowski’s tensor to be con- 
venient for the description of optical phenomena.

10. Negative Energy. Remarks on the Cerenkov Effect

Negative energy
By making use of Minkowski’s tensor we find that the electromagnetic 

field energy becomes negative under certain circumstances, and this fact 
has caused difficulties for the acceptance of this tensor. We shall show that 
such a behaviour is a consequence of the way in which the covariant theory 
is constructed.

Consider a plane electromagnetic wave which moves along the x-axis 
within an isotropic and homogeneous insulator with index of refraction 
denoted by n. If IV0 is the field energy density in the rest frame A’0 of the 
body and v = vi = cß the velocity of A0 with respect to an inertial frame A, 
we find that Minkowski’s energy density in A is

= ?20 +n/?)(l +^/7Z)W0. (10.1)

From this expression it follows that WM < 0 when ß < -(1/n).
This feature is, however, connected with the fact that the rest mass 

quantities of the medium have been excluded from S^v. For the tensor 
0^lv introduced in (6.9) has the only non-vanishing component 0°4 = z’c<7™ech0 
= z[(n2 - l)/n] W° in A0, which means that in A

-044 = ßy2[(n2~l)/n]W°. (10.2)

Hence, the contribution to the energy density is negative when ß is negative.
For illustration, let us consider the following analogous situation from 

mechanics: A material particle with four-momentum pLl = (p^E/c) moves 
uniformly along the x-axis and is considered in two frames A and A', where 
A' moves with the velocity v with respect to A. Then A = y(vp' + E') and 
is of course positive; but by ignoring E', we obtain E < 0 when v < 0, pro­
vided p' > 0. This is the same effect as encountered above. For a material 
particle ignoring E' is of course impossible, since we know the relations 
between p,E and p',E' from the Lorentz transformation and the principle

1 As we shall see later, the two first of these experiments represent a more critical test than 
the last one. 
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of covariance (cf. § 26 in Møller’s book*1)), and thus we have only to find 
that combination = (p,iE/c) which makes up a four-vector. But the 
covariant phenomenological electrodynamics is achieved by choosing ap­
propriate four-vectors and tensors which in K° are coincident with already 
established quantities, such as the four-force density. In the picture cor­
responding to Minkowski’s tensor we include the mechanical momentum 
density £mech 0 into the electromagnetic tensor, but not the quantities 5mech0 
and Wmech0. By requiring covariance of this picture, we obtain a space-like, 
total four-momentum G™ of the field. Therefore, by means of proper Lorentz 
transformations, we can find inertial frames where the field energy is 
negative.

'Fhe Cerenkov effect
This effect offers an interesting application of Minkowski’s theory. We 

shall suppose that an electron moves along the x-axis with a uniform velocity 
which in K° is larger than cfn, the light velocity in the medium. And we 
shall consider the process in the inertial frame K where the electron is at rest. 
In this frame we find that the fields are stationary, and that H = 0<35k Let 
us then integrate the differential conservation laws over a volume which 
contains the electron and which is enclosed by a cylindric surface S of small 
radius and infinite length such that the axis of the cylinder coincides with 
the x-axis. As H - 0, the energy flow through S vanishes; the field energy 
does not change, and the work exerted by the electromagnetic force on the 
electron is zero.

Then examine the momentum balance. Unlike the energy llow the 
momentum flow is different from zero*35), and the momentum transport 
through S corresponds to a force on the electron in K. This is again a charac­
teristic consequence of the peculiar construction of Minkowski’s momentum 
density in K°. The momentum balance in K reads

Jsg^dS - (10.3)

where the force components on the right hand side are readily obtained in 
K by transforming Minkowski’s force from K°.

We shall return to this situation in the next paper, in connection with 
Abraham’s tensor.
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11. Angular Momentum

We begin with some general remarks in connection with the application 
of Noether’s theorem as given by (8.1). By employing the infinitesimal 
Lorentz transformation ô.x^ = as a symmetry transformation in (8.1), 
we obtain (isotropic media assumed)

/“/p« = 0, 
dx„ ÖV, ? (11-1)

where
dL oM — ecan _ ecan ,_________rap a

1>J/iv<y a'/j.‘Jvcs ^v^pa ( v/inp
o

(11-2)

and
!vp = övX0pß~övß0poc- (11-3)

is given by (8.5 b).
If we interpret M^va to be connected with the field angular momentum 

Mfiv by
(11.4)

then it can be easily verified that (11.4) is equivalent to obtained from
(1.6) with Minkowski’s tensor inserted.

From (11-2) we obtain a coordinate-dependent part of angular momen­
tum

'4 = [(æ^r-æ^D^ = -[^^,-x^A.dV (11.5)
J cj

and a coordinate-independent part

(11.6)

Inserting L from (8.2), we find

(11.7)

Sg = i f(/)Mfc-.DMi)dV. (11-8)
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Let us then apply the theory to the physical situation in which a plane, 
monochromatic wave with wave vector k travels within a homogeneous and 
isotropic insulator moving with the velocity v in the x-direction. A proper 
discussion ol‘the expressions (11.7) and (11.8) ought to be made in a quantal 
treatment, but the following general remarks may be made.

As indicated in (1.7), the quantities are in general not conserved. 
It can be shown in the present case that this non-conservation is due to the 
part L™, while the contribution from 2a fluctuates away.

It is known that for an electromagnetic field in the vacuum we can in 
the Coulomb gauge (A4 = 0) interpret (11.7) as the orbital angular momen­
tum, since this part is independent of the polarization of the photons. Simi­
larly, we obtain for x = (n2-l)/c2 > 0 that the constant part of L™ is 
polarization independent if we use the gauge in K° in which A° = 0. If 
ki = 0 (/ = 2,3) or v = 0, then all quantities and 2a are conserved.
In this case L™k is polarization independent and is thus interpreted as orbital 
angular momentum, while 2a interpreted as the spin part.

We can verify that 2/zv Is n°t a tensor, except in the special case ki = 0 
when the total angular momentum also is a tensor. In an electromagnetic 
field in the vacuum 2/zv is a tensor only when ki = 0; however, when x = 0, 
M..v is a tensor.

12. Centre of Mass

Consider in K° a bounded radiation field, whose interior domain can he 
taken as a part of a plane monochromatic wave with wave vector k°. 
Only in a small boundary layer the fields are assumed not to obey the usual 
plane wave relations, and this boundary layer is further assumed to contain 
negligible field energy or momentum.

Then let K° move with respect to K with the velocity v along the x-axis, 
and examine the behaviour of the centre of mass in K with coordinates 
X(/<). Taking into account that the field is bounded and that the total field 
energy is conserved, we find

-Xf(K) = —fxAWwj = J fsfdV. (12.1)

Since the field is homogeneous,

dldtXtM(K) = (12.2)
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where ut has been found to transform like the component of a particle 
velocity. Strictly speaking, Moller’s mathematical treatment referred to in 
section 9 was based on a point transformation, while (12.2) in general refers 
to different space-time points in two reference frames; however, this does not 
matter since u is constant along a world line.

We obtain then for the wave under consideration

nß + k^/k0 
n + ßky/k°

<À’° 
Cy(n + ^/Â-°) (/ = 2,3).

(12.3a)

(12.3b)

Here k° = |Æ°|. When k® = k°, ß = - 1/n, Ä is identical with the rest system 
Æ* of the wave, wherein Poynting’s vector and the energy density both 
vanish in such a way that the quotient (12.3 a) also vanishes. If k\ = k°, 
ß < — 1/n, then Sf > 0, WM < 0, dX™(K)/dt < 0.

Investigation of the various mass centres
For a physical system in general, it is known that the different centres 

of mass we obtain by varying the reference frames K, do not necessarily 
coincide when considered simultaneously in one frame. We refer to a paper 
by Møller*36), in which it was shown that different positions may occur in 
the case of a closed system possessing angular momentum in its own rest 
frame (see also ref. 1). Such a closed system is in many ways similar to our 
radiation field, so that we wish to study this point. To avoid complicated 
notation, the superscript M shall be omitted in the following.

Since the rest frame K° plays a distinguished role we may call the centre 
of mass X(K°) in this frame the proper centre of mass. Further, let the space­
time coordinates of the proper centre of mass in any K be denoted by X.t = 
(JVjXj), so that X(KQ) = X° in K°. From the transformation properties of u 
it is apparent that all possible centres of mass have the same velocity dX/dt 
in any frame.

Let m/lv represent the four-angular momentum components relative to 
the proper centre

= I [6fy - Xn)9v - (ær - W = - (A/z Gv ~ Xr G^- G^-*)
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Fig- 2.

By differentiating the expression for with respect to time along the 
moving wave elements where d(g^dV)ldt = 0, we find that dM^dt = dxfJdt 
•Gv- dxvldtG/t. Thus it follows that dm^v/dt = 0 in any frame.

The difference Xi(K) — Xi between simultaneous mass centres is in 
general related to

mu = - \(xi-Xi)WdV = -[Xi(K)~Xi]^. 
c J c (12.5)

Now the quantities M„v do not constitute a tensor. This follows from the 
fact that the quantities 

(12.6)

in general do not vanish. (The detailed investigation of the tensor property 
of M^v goes similarly as the investigation of the four-vector property of G/t, 
see § 63 of Møller’s book/1).) Thus m/lv cannot be obtained in K by a 
tensor transformation from K°. This is a fundamental difference from the 
situation encountered for a closed system.

In order to find the actual coordinate difference we thus have to make 
an explicit calculation of the integrals in (12.5). In Fig. 2, Li and L? represent 
the cut with the a?iæ4-plane of a three-dimensional surface enclosing the field. 
Since is a constant of motion, we choose to evaluate it in Æ at f = 0, i. e. 
along AB. Actually, we have to consider in detail only the first integral 
(= Mu') in (12.5), for the second integral is equal to — XX-h and G4 is a 
component of a four-vector. We find readily

xr(AB) = y~^x°1(AB),x2(AB) = x°2(AB),x3(AB) = x°3(AB), (12.7) 
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and W(AB) is related to the components S^V(AB) by a tensor transformation. 
Now seek to transform the integral over AB into an integral taken at con­
stant time in K°, and choose the domain CD for which t° = 0. This task can 
readily be accomplished for the internal, plane part of the radiation field. 
To this end we first observe that the world lines determined by S’ will each 
intersect AB and CD in two space-time points with coordinates (x®(AB), 
t°(AB)) and (a?°(C£>), 0) in K°, such that

o n ckl n n / ßkl\
x[(CD) = x^ABy-^t^AB) =

n n <*l n n ß^l(CD)+ (( _ 2,3)
/°(AB) - -<jî/e)x»(AB).

The volume integration in (12.5) shall be performed along the elements dV 
which follow the wave. Since the .ri-component of the wave velocity in 
is equal to ck^/^nk0), the volume element dV is related to the corresponding 
element dV° taken at constant time in K° by

dV°/dV = y(l + ßk^nk0)). (12.9)

Further, we observe that S^V(AB) = S^V(CD) at corresponding world points. 
For the internal plane wave part we have also

(12.8)

S?k = W^k°k/k°\ g* = nW°Åi/(CÅ°). (12.10)

When eqs. (12.7-10) are inserted into the expression for i. e. the con­
tribution to from the internal field, we obtain 

iy
c

1 + nßk°1/k°
1 + ßk^Knk0)

v

• '
int

(12.11)

where the integrations are taken along CD, but only over the internal part 
of the wave.

Now it is apparent that, in addition to (12.11), we have to take into 
account also the effect from the thin boundary layer, which is responsible 
for the internal angular momentum of the field. This is in agreement with 
the fact that in the case of a closed system, the coordinate difference which 
we are seeking is connected with the total angular momentum in the inertial 
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frame in which the total linear momentum vanishes. To investigate this 
boundary effect we introduce, purely formally, a tensor S$v which is defined 
by the following components in K°:

c = S°,/n2, (12.12)

Thus the tensor S^v is symmetric and divergence-free, so that M^v is a tensor 
(cf. (12.6)). We immediately obtain

fx?W0dV0 + i/3yJ(x?3f(l-x»ftso)dV0 (12.13)

by a tensor transformation, where the integration domain includes the whole 
field. If we now calculate the internal part M^‘int by transforming the inte­
grand similarly as we did above, we find

Ms,int = lz yxoWodVo + iß7y^xogso_xogsoydVo (12.14) 

int int

Here we have used eqs. (12.7-9) and the relations

Sg? - W°i?4/(nV2), j» - W»*»/(nc40), (12.15)

which are valid for the internal part. By comparing (12.13) and (12.14) 
it is thus apparent that the total is obtained simply by extending the inte­
gration domain in (12.14) over the boundary region, such that g?° and W° 
refer to the total momentum and energy densities in this region. (Actually, 
the additional term to the first integral in (12.14) is negligible.) Since gf° is 
proportional to r/°, the same rule can be used to evaluate Mu from (12.11), 
and we get

iy 1 + nßk^k0 
c 1 + ßki/(nk°)

(12.16)

By means of (12.7), (12.8) and the transformation formula for the last 
term in (12.5) is found as (z = Z) 

1 + nßk°/k° 
l+ßk°/(nk0)

X^° + -2(Xz°G?-X?Gz°)
n

(12.17)

where we have also used the relation G° = n^°kol(ck°). The latter relation 
follows from the fact that the total linear momentum is obtained by inte­
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grating over the internal wave part. Then inserting (12.16), (12.17) into
(12.5) and taking (12.4) into account, we find

mu =
iyß 1 + nßk^k0 0 
n2 1 + ßk^nk0)™11 (12.18)

This is a boundary effect. Note that it is not necessary that the integral
J.x'pVV°dV0 over the boundary be taken as small in order to obtain (12.18), 

but when this boundary term is negligible, the expressions (12.17) and 
(12.11) are equal to each other, apart from a sign.

It can be verified that A)°G° —A^G^ is equal to given by (11.7), and 
so in (12.18) may be replaced by 2?i given by (11.8).

Hitherto we have considered the cases i = I = 2,3. For i = 1 we obtain 
readily by the same method

M14
i 1+nßJ^ 
cl+ßkH(nk°) 1 ’

11114 — 4/14—AjJ^ = 0. 
c

(12.19a)

(12.19b)

By means of (12.5), (12.18) and (12.19) we can thus write the coordinate
difference as

a(/<) = X(K)-X =
V X 2°

n2(l +^-Æ°/(nÅ0))^0’
(12.20)

where 2° is a vector with the components 2? = 2;t cyclic). The form 
(12.20) is obviously independent of the choice of the velocity vector v as 
lying along the æi-axis. Since a(K) is perpendicular to v, it will be left un­
changed after a transformation from K to K°.

Now we can calculate 2° from (11.8) and find readily that 2°/^° = 
nÆ°/(cÅ'02). By inserting this relation into (12.20) we get

a(K)
1 ß x Æ° 

k° nk0^- ß • k°' (12.21)

Let us consider in K° the positions of the various centres of mass 
obtained by varying ß and k° in (12.21). All centres lie in a plane perpen­
dicular to k°, and if ß,k° and ß-k^ are kept constant the end point of the 
vector tz(A) will draw a circle with centre at the proper centre of mass.
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The greatest radius of the circle is obtained when k{}-ß = — k°ß2/n and is
equal to

«max = (ß/nk°)(l - ß2/n2) ’ (12.22)

An arbitrary angle between ß and Æ0 will in general lead to a centre of mass 
lying on the disk described by (12.22).

Permitting ß to vary, we see that the greatest value of amax occurs when 
ß = 1. Further, amax -* 00 when k° -> 0.

Instead of relating all centres of mass to the centre of mass in K°, as 
seems to be most natural and as we have done in the present section, one 
may also relate these centres to the centre of mass in Æ*, the frame in which 
the wave is at rest and the medium moving.
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1. Introduction

he present study of the energy levels in the odd dysprosium isotopes
1 by means of neutron stripping and pick-up reactions is a continuation 

of earlier investigations of the energy levels in odd gadolinium1), erbium2), 
and ytterbium3) nuclei.

As in the earlier experiments, the main result of this type of study is the 
systematic localization of a large number of neutron single-particle states. 
The relative simplicity of the spectrum analysis permits localization of such 
states over a considerably wider span of energy than is generally investigated 
in decay scheme work. Thus, most of the energy levels below 1 MeV of 
excitation, which are populated in the neutron transfer reactions, can be 
given a rather definite single-neutron assignment. At higher energies of ex­
citation, only strong single-particle components can be identified, but it 
should be noted that, also at lower excitation energies, especially in neutron­
deficient nuclei, strong couplings of the various modes of excitation give rise 
to complicated level structures which as yet have been only partially an­
alyzed.

The level structures of several of the dysprosium isotopes have earlier 
been subject to a number of decay scheme and reaction studies. Thus, 
159Dy has been investigated by Borggreen et al.4) and 161Dy by Funke 
et al.5). The latter authors have also investigated the 163Dy levels, which 
furthermore have been studied very completely by Schult et al.6) who used 
a number of different nuclear reactions including the (d,p) and (d,t) reac­
tions. Finally, the 165Dy levels have been investigated by several groups7-10). 
The results of these former studies have been of great importance for many 
of the conclusions drawn in the present work. Additional information about 
161Dy and 163Dy was obtained from inelastic deuteron scattering spectra 
recorded separately11).

The experimental methods used were the same as those in the earlier 
investigations1-3). The beam of 12.1 MeV deuterons was obtained from the 
Niels Bohr Institute tandem accelerator and the charged reaction products

1* 
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were analyzed in a broad range magnetic spectrograph with photographic 
plate recording. The targets for the investigation were ~ 40 //g/cm2 layers 
of the isotopes directly deposited on ~ 40 /rg/cm2 carbon foils in the elec­
tromagnetic isotope separator at the University of Aarhus.

Absolute spectroscopic factors were obtained from the observed cross 
sections by comparison with the results of distorted wave Born approxima­
tion calculations (DWBA). The calculated cross sections for the dysprosium 
nuclei were actually the averages of those used for gadolinium1) and erbium2) 
and thus sutler from the same deficiencies as discussed before2). The DWBA 
single-particle cross sections cp(ö), defined as in ref. 1, were calculated for 
a (d,p) Q-value of +3 MeV and a (d,t) Q-value of -2 MeV. These Q-values 
are used as reference values to which all experimental cross sections were 
reduced before comparison with the theoretical cross sections.

2. Results and Discusssion

A spectrum is shown in Figs. 1-10 for each of the ten different transfer 
reactions possible with the stable targets 156Dy, 158Dy, 160Dy, 162Dy, and 
164Dy. The average level energies and the differential cross sections are listed 
in Tables 1-6, which also contain the suggested Nilsson assignments for some 
of the levels. The basis for these assignments will be discussed in detail in 
the following sections.

2.1. Q-values and Neutron Separation Energies

The ground-state group was easily localized in all the spectra and the 
ground-state Q-values for the (d,p) and (d,/) reactions were therefore obtained 
in a straightforward manner. The spectrograph calibration was based on 
the 6.0498 MeV and 8.7864 MeV a-groups from 212Bi and 212Po, respectively. 
The Q-values are listed in Table 7 together with the corresponding neutron 
separation energies. Comparison with the 1964 Mass Table12) reveals con­
siderable deviations especially for the neutron-deficient isotopes. The agree­
ment with the (d,p') Q-values from the Florida group is satisfactory6’ 7>.

2.2. General Features of the Spectra

4 he analysis of the neutron transfer spectra for the dysprosium isotopes 
was greatly facilitated by the previous analysis of the spectra for the isotopes 
in the Gd and Er series of isotopes1’ 2). There is a considerable regularity
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Table 1. Levels populated in 155Dy.

Energy 
average 
(d,t) keV

Assignment
dajdQ^dJ.) ^ib/sr

60° 90° 125°

0 3/2 3/2-[521] 46 41 25
86 3/2 3/2 + [651] (+3/2+ [402]) 76 105 67

134 7/2 3/2-[521] 36 49 34
153 11/2 11/2 —[505] 7 17 16
201 6 5 3
223 9/2 3/2-[521] 6 13 15
239 3/2 3/2 + [402] (+3/2+ [651]) 115 170 149
320 1/2 1/2+ [400] 109 166 126
345 13 16 12
381 3/2 1/2-[530] 46 55 35
422 5/2 1/2-[530] 6 10 9
445 11 10 9
457 4 4 3
482 7/2 1/2-[530] 12 20 -

in the change of properties of the various single-particle states and, in most 
cases, the properties deduced for the Dy nuclei are intermediate of those found 
for (id and Er.

Among the more striking regularities is a shift of the energy levels for a 
given neutron number as the proton number is increased. This is illustrated 
in Figs. 21-22.

In spite of the strong low-lying collective excitations in the even nuclei, 
the energy spectra for the odd Dy nuclei are not more complex than those 
for the odd Gd nuclei.

Some information about the collective levels connected by large matrix 
elements to the ground states in 161Dy or 163Dy was obtained in a concurrent11) 
study of the inelastic deuteron scattering from these nuclei. These data have 
not yet been finally analyzed, but have nevertheless given supporting ev­
idence for several of the assignments discussed in detail in the following 
sections.

2.3. Detailed Interpretation of the Spectra

The assignments of the single-neutron orbitals are least ambiguous near 
the ground states and, consequently, the analysis proceeds from the ground 
states towards deeper hole states by means of the (d,t) spectra and then 
from the ground states towards higher particle states by means of the (d,p)
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Table 2. Levels populated in 157Dy.
Energy 
average

Assignment
do/d£}(d,p) pb/sr da/df2(d,t) pb/sr

(d,p) 
keV

W)
keV 60° 90° 125° 60° 90° 125°

0 0 3/2 3/2-[521] 86 35 12 56 55 26
59 61 5/2 3/2-[521] 3 2 1 0.6 0.6 0.4

147 147 7/2 3/2-[521] 196 96 41 69 96 46
161 161 9/2 + 70 44 17 43 67 34

187 6 7 4
198 198 11/2 11/2-[505] 27 10 9 12 30 33

209 2 9 2
235 235 3/2 3/2+ [651] + 3/2+ [402] 95 74 47 87 153 94
254 257 9/2 3/2-[521] 19 17 13 5 9 7
306 307 3/2 3/2+ [402] + 3/2 + [651] 43 25 13 86 146 97
339 340 5/2 5/2-[523] 42 26 14 13 19 14

350 13/2 + 14 17 7
387 388 1/2 1/2+ [400] 121 44 24 167 283 178

399 3/2 3/2-[532] 11 22 8
416 418 7/2 5/2-[523] 164 99 50 19 30 15

432 9 17 13
454 5/2 3/2-[532] 7 20 12

463 464 1/2 1/2-[521] 206 102 38 26 34 14
506 14 24 13

520 517 3/2 1/2-[521], 9/2 5/2-[523] 48 36 18 23 40 31
527 7/2 3/2-[532] 8 16 11

553 555 5/2 1/2-[521], 3/2 1/2-[530] 176 89 38 99 138 68
565 565 5/2 1/2-[530] 16 23 6 16 16 6
607 32 20 8
670 673 7/2 1/2-[521], 7/2 1/2-[530] 47 32 17 18 27 18

685 2 4 2
704 2 2 1

712 2 3 2
728 731 32 22 12 6 10 10
752 756 18 6 2 7 8 4
768 770 22 18 11 3 6 2
785 4 6 3
823 828 4 3 1 2 1
863 2 2 2
881 30 18 5
901 4 5 2
934 12 9 4
965 5 5 2
985 7/2 5/2-[512] 70 55 22

(continued)
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1 Not clearly resolved.
2 Probably double.
* Several unresolved (d,p) groups from here and up.

Table 2 (continued).
Energy 
average

Assignment
da/d£2(d,p) pb/sr dcsldQ(d,t) pb/sr

keV
(d.t)
keV 60° 90° 125° 60° 90° 125°

1013 3 4 2
1049 36 18 8
1072 16 11 8
1085 41 21 8
1101 9/2 5/2-[512] 7 6 2
1123 6 3 2
1145 20 13 6
1172 29 13 8
12331 34 22 10
12451 10 7 3
12962 112 68 29
1328 11 7 3
1346 14 19 3
1379 77 69 24
1420 89 56 18
1452 94 47 23
1484 59 33 19
1505 37 15 10
1524 23 6 7
1569 3/2 1/2-[510] 112 58 28
1602 51 29 16
1632 5/2 1/2 — [510] 32 17 7
1653* 117 54 30
1682 38 18 7
1701 7/2 1/2 — [510] 55 31 20
1797 46 19 12
1836 45 21 15
1978 39 22 15
2003 71 39 19
2157 48 27 14

spectra. The resulting level schemes for the six nuclei investigated are pre­
sented in Figs. 12—17 whereas Fig. 11 summarizes the energies at which 
the main components of the single-particle levels have been observed. The
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Table 3. Levels populated in 159Dy.
Energy 
average

Assignment
do/dQ(d,p) pb/sr da/dQ(d,t) pb/sr

(d,p)
keV

W)
keV 60° 90° 125° 60° 90° 125°

0 0 3/2 3/2-[521] 100 39 12 113 91 52
136 137 7/2 3/2-[521] 146 105 38 132 132 82
176 5/2 5/2+ [642] 4 1.5 3
206 7/2 5/2+ [642] 10 2 1
238 239 9/3 3/2-[521], 9/2 + 70 47 21 59 68 36
309 309 5/2 5/2-[523] 32 20 9 11 13 7

352 11/2 11/2-[505] 15 50 44
362 365 13/2+ , 11/2 3/2-[521] 51 54 48 18 65 37
394 395 7/2 5/2-[523] 115 71 30 24 31 21
416 418 3/2 3/2+ [402] (+ 3/2+ [651]) 61 43 15 198 290 153
470 471 2 2 2 5 13
504 506 9/2 5/2-[523] 21 17 9 3 4 7
533 534 1/2 1/2-[521] 258 140 45 45 36 11

549 3/2 3/2+ [651] (+ 3/2+ [402]) 66 83 62
560 564 1/2 1/2+[400] 143 68 29 294 399 278
586 3/2 1/2-[521] 32 19 8

607 12 23 11
621 5/2 1/2-[521] 60 52 16

627 3/2 3/2-[532] 23 13 15
635 (11/2 5/2-[523]) 13 10 9
688 690 5/2 3/2- [532] 16 12 5 41 55 37
744 749 7/2 1/2-[521], 3/2 1/2-[530] 165 120 45 70 92 28
772 774 7/2 3/2-[532], 5/2 1/2-[530] 19 13 3 21 26 6
798 795 64 36 19 58 63 30
825 828 7/2 1/2-[530] 9 8 3 32 31 8
854 857 3 3 2 12 8 4
983 17 11 6

1089 7/2 5/2 —[512] 113 86 35
1150 22 16 6
1189 9/2 5/2-[512] 10 9 5
1213 8 « 11 2
1283 110 «107 35
1341 18 13 5
1391 9 7 6
1411 26 20 15
1431 80 41 14
1473 3/2 1/2-[510] 132 80 26
1515 14 14 7
1535 5/2 1/2-[510] 27 18 8

(continued')
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* Several unresolved peaks from here.

Table 3 (continued).
Energy 
average

Assignment
da/d£2(d,p) ublsr da/d£2(d,t) pb/sr

(4.P)
keV

(44)
keV 60° 90° 125° 60° 90° 125°

1558 48 30 13
1590 35 24 10
1621 7/2 1/2-[510] 32 21 11
1643 151 97 31
1673 26 19 7
1696 51 34 14
1727* 52 47 18
1748 53 33 17
1786 65 37 15
1824 54 39 19
1849 45 32 15
1891 99 59 21
1918 43 29 11
1961 24 18 6
1989 45 25 24
2016 63 39 14

identification of the individual quantum states is to a large extent based on 
a comparison of theoretical and experimental intensities. The data for a 
number of the more firmly established bands are collected in Tables 9-20.

2.3.1. The 3/2—[521] Orbital

This orbital is characterized by strong 3/2- and 7/2- members of the 
rotational band. The 9/2 — state has approximately lO°/o of the 7/2 — strength, 
whereas the 5/2— state is very weak and in most cases not observed.

From the angular distributions and the intensity patterns, the ground 
state in 155Dy, 157Dy, and 159Dy is identified as the 3/2-[521] orbital.

In 155Dy, the 7/2- and the 9/2- states are observed at 134 keV and 
223 keV, respectively. The corresponding states in 157Dy are found at 147 
keV and 257 keV, and in this nucleus also the 5/2- state is observed at 
61 keV with a cross section of approximately 1 /zb/sr. In 159Dy, the 7/2- 
state is observed at 137 keV and the 9/2- state at 239 keV. The (rf,f) cross 
section for this level is too large, but this can at least partly be explained by
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Table 4. Levels populated in 161Dy.
Energy 
average

Assignment
da dQ(d,p) pb/sr daldQ(d,t) pb/sr

(d,p) 
keV

W) 
keV 60° 90° 125° 60° 90° 125°

0 0 5/2 5/2+[642] 2 3 6 5 2
28 26 5/2 5/2-[523] 23 20 10 26 23 12

44 7/2 5/2+ [642] 5 4 2
76 75 3/2 3/2-[521] 73 29 17 242 183 74

101 101 9/2+ , 7/2 5/2-[523] 63 49 26 80 84 44
136 132 5/2 3/2-[5211 9 2 2 9 5 5
197 201 9/2 5/2-[523] 9 10 7 14 27 18
214 213 7/2 3/2-[521] 180 124 64 266 217 144
269 268 13/2 + 34 37 30 32 67 48
322 317 9/2 3/2-[521] 6 2 1 3 6 5
370 368 1/2 1/2-[521] 258 125 41 98 102 30
421 418 3/2 1/2-[521] 36 27 7 24 11 7
451 448 5/2 1/2-[521] 55 48 28 17 35 26
485 486 11/2 11/2-[505] 7 8 4 27 58 60
512 4 3 2
553 551 3/2 3/2+ [402] (+ 3/2 + [651]) 35 23 1 1 318 413 214
572 567 7/2 1/2-[521] 96 66 22 26 19 12
610 608 1/2 1/2+ [400] (+ 1/2+ [660]) 58 21 11 278 326 176
634 634 (9/2 1/2-[521]) 24 12 12 8 18 15
682 679 3/2 3/2+ [6511 (+ 3/2+ [402]) 8 8 9 54 72 56

717 20 32 13
723 7 9 5

730 18 20 11
780 774 1/2 1/2 + [400J (+ 1/2 + [660]) 59 27 12 200 260 148
808 801 (11/2 1/2-[521]) 10 9 6 8 14 10
833 827 6 2 3 11 22 11

850 45 72 49
859 860 3/2 1/2-[530] 36 39 10 151 148 58

877 5/2 1/2-[530] 34 26 16
883 7/2 5/2-[512] 284 259 115
928 924 19 38 6 8 7 5

958 7/2 1/2-[530] 13 24 17
971 971 8 7 4 11 12 7
995 9/2 5/2-[512] 10 13 15

1007 5 5
1027 23 27 13

1109 10 10
1127 11 19 10

1144 1138 22 18 10 7 12 9

(continued)



Nr. 12 11

* Several unresolved peaks from here.

Table 4 (continued).
Energy 
average

Assignment
dald[2(d,p) pb/sr d(j/d&(d,t) fib/sr

(<kp) 
keV

(d,0
keV 60° 90° 125° 60° 90° 125°

1155 6 5 6
1170 28 23 21

1182 6 6
1207 11 14 6

1216 5 6 7
1260 15 12 7

1271 8 8 5
1290 1.5 6 5

1309 3/2 1/2-1510] 215 152 68
1363 5/2 1/2- [510] 55 43 19

1379 11 15 8
1384 35 18 11

1416 7/2 7/2+ [404] 29 64 45
1422 55 33 21

1 136 14 19 10
1446 7/2 1/2 — [510] 43 23 22

1460 3.5 6 2
1477 56 27 12
1516 99 48 16
1535 86 66 32
1562 12 6 5
1594* 31 21 10
1645 47 21 20
1712 56 38 19
1825 70 38 23
1923 80 51 32
1946 61 38 25
1977 3/2 3/2-[512] 205 124 51
1996 197 102 54
2039 5/2 3/2-[512] 321 172 87
2113 7/2 3/2-[512] 85 54 40

the occurrence of the 9/2 5/2 + [642] group at the same energy, in accordance 
with Borggreen et al.4>.

The 75 keV level in 161Dy is identified as the band head of the 3/2 - [521] 
band. The 5/2-, 7/2-, and 9/2- states are then observed at 132 keV, 
213 keV, and 317 keV, respectively. Angular distributions and relative cross
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Table 5. Levels populated in 163Dy.
Energy 
average

Assignment
da/dQ(d,p) pbjsr da/dQ(d,l) pb/sr

(d,p)
keV

W)
keV 60° 90° 125° 60° 90° 125°

0 0 5/2 5/2-[523] 21 11 6 58 54 25
74 73 7/2 5/2-[523] 31 18 6 39 43 19

168 167 9/2 5/2-[523] 17 19 9 32 43 32
250 5/2 5/2+ [642] 9 4 2

282 281 11/2 5/2 —[523| 4 5 4 7 14 11
335 9/2 + 91 83 46

350 351 1/2 1/2-[521] 249 115 42 127 74 29
388 3/2 1/2 —[521] 9 3 1

(421) 421 3/2 3/2-[521] 16 8 3 341 221 107
425 5/2 1/2-[5211 114 57 17
476 474 5/2 3/2-[521] 14 8 2 16 14 7

495 11/2 11/2-[505] 48 75 67
499 9/2 7/2+ [633] 27 31 24
517 514 7/2 1/2-[521], 13/2 + 175 116 53 157 150 84
556 552 7/2 3/2-[5211 46 28 9 173 152 81
592 9 3 2

644 9/2 3/2-[521] 6 13 13
651 11 8 7
719 715 13/2 7/2+ [633] 15 20 9 2 8 15
740 736 1/2 1/2+ [660] (+ 1/2+ [400]) 16 15 5 123 101 54

764 11/2 3/2-[521] (3/2 1/2+ [660]) 13 24 27
780 (5/2 1/2+ [660]) 5 10 10
794 81 55 29

801 7/2 5/2-[512] 520 306 133
820 7 6 2

827 20 12 9
861 857 3/2 3/2+ [402] (+ 3/2+ [651 ]) 34 21 15 469 526 380
887 883 48 30 16 79 80 48
918 912 9/2 5/2-[512] 14 9 8 24 28 29

933 23 23 17
949 945 92 65 29 14 16 12

989 4 13 20
1058 1057 1/2 1/2 + [400] (+ 1/2 + [660]) S3 43 24 556 539 352
1087 1084 (3/2 3/2 + [651] (+ 3/2 + [402])) 6 7 5 40 49 32
1126 1129 15 20 18 50 66 59
1159 (1/2 1/2 —[510]) 6 9 10
1199 1199 3/2 1/2-[510] 323 180 73 43 44 27

1252 6 11 6
1262 5/2 1/2-[510] 99 67 30

(continued.')
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Table 5 (continued).
Energy 
average

Assignment
da/dQ(d,p) pb/sr da/dQ(d,t) pbjsr

(d,p)
keV

(d,0
keV 60° 90° 125° 60° 90° 125°

1275 3/2 1/2-[530] 74 60 30
1284 14 6 6

1295 4 3
1342 7/2 1/2-[510] 40 30 18

1359 7/2 1/2-[530] 9 24 14
1425 (9/2 1/2-[530]) 13 15 15

1448* 24 12 5
1481 6 5 2

1494 1497 14 4 3 12 16 10
1526 14 19 10

1533 38 18 11
1549 71 57 30

1 570 11 11 5
1597 10 9 4

1611 8 12 5
1629 1630 26 21 11 20 30 25
1663 22 11 3
1696 1689 40 20 7 12 9 10
1713 1706 35 19 8 22 38 37
1734 38 31 15

1751 31 31 23
1795 3/2 3/2-[512] 308 169 57

1806 3 5 3
1817 114 62 18

1840 7/2 7/2+ [404] 35 50 43
1856 5/2 3/2-[512] 432 232 116
1936 7/2 3/2-[512] 169 85 40
1957 170 79
1988 258 109 42
2012 95 42 30
2067 54 35 10
2087 37 8
2114 81 18
2169 104 32 15
2317 120 81 38
2351 72 37 17

* Several unresolved peaks from here.
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['able 6. Levels populated in 165Dy.

Energy 
average 

(d,p) keV
Assignment

dô/d£)(d,p) pblsr

60° 90° 125°

0 7/2 7/2+ [633] 2
84 9/2 7/2+ [633] 22 14 4

109 1/2 1/2-[5211 295 164 59
158 3/2 1/2-[521] 7 15 1
182 5/2 1/2 —[521], 5/2 5/2 —[512] 76 66 22
262 7/2 5/2-[512] 250 218 110
298 7/2 1/2-[521] 117 99 54
308 13/2 7/2+ [633] 27 44 23
336 9/2 1/2-[521] 8 7 5
361 9/2 5/2-[512] 11 6 5
480 (11/2 5/2-[521]) 8 6 4
518 11/2 1/2-[521] 8 5 4
535 5 5 2
575 36 12 3
606 3/2 1/2-[510] + 5/2-[512] y-vib 246 143 50
629 39 24 4
658 5/2 1/2-[510] + 5/2-[512] y-vib 48 30
705 98 67 35
737 7/2 1/2-[510] + 5/2-[512] y-vib 7 10 6
803 4 3
919 4 6

1052 8 7 3
1103 22 10 4
1139 11 8 8
1162 108 85 43
1258 3/2 3/2-[5121 130 69 25
1283 15 7 5
1312 5/2 3/2-[512] 156 103 49
1340 172 81 25
1384 272 121 67
1402 7/2 3/2-[512] 108 53 18
1447 54 16 15
1478 14 9 13
1503 239 120 48
1561 368 174 82
1596 268 172 80
1625 27 11 5
1649 113 71 39
1699 91 62 28
1723 41 42 19

(continued)
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* Several unresolved levels from 2027 keV to 2495 keV.

Table 6 (continued).

Energy 
average 

(</,p) keV
Assignment

da/dQ(d,p) pb/sr

60° 90° 125°

1751 85 59 22
1780 17 12 6
1805 9 8 5
1833 91 64 37
1861 56 41 17
1891 44 20 19
1916 23 18 18
1947 45 34 24
1970 28 22 13
2000 9 9 11
2027* 25 20 10
2097 35 17
2121 16 6
2178 78 37
2208 25 14
2294 35 33
2320 74 33
2371 46 23
2432 62 27
244.5 46 26
2459 118 50
2495 98 45

sections agree well with this assignment, which is also in agreement with 
the 161Tb measurements5).

The 3/2 — [521] band in 163Dy shown in Fig. 16 is in agreement with 
that proposed by Schult et al.6). The observed states fit well into the intensity 
pattern for the different members of the rotational band, although the 7/2 — 
state in 163Dy is weak compared to the same state in 161Dy.

The 165Dy nucleus can be reached by the (d,p) reaction only. The 
3/2-[521] state in 165Dy is a hole excitation and only a small cross section 
is expected. A band comprising the levels7-10) 573.6 keV (3/2 -), 628.8 keV 
(5/2—), and 705.9 keV (7/2-) has been associated with the 3/2-[521] 
band or with a y-vibration built on the 1/2-[521J state. Neither of these 
suggestions does directly explain the rather strong (d,p) groups observed 
(cf. 'fable 6).
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The 3/2-[521] orbital is the ground state in the three successive nuclei 
155Dy, 157Dy, and 159Dy. A similar persistence is found in the isobars 155Gd, 
157Gd, and 159Gd and might be explained by changes in deformation with 
increasing neutron number.

It should also be noted that, according to the Nilsson scheme, one would 
expect the 11/2-[505] state to be the ground state in nuclei with N = 91 
for a deformation ô ~ 0.3. Soloviev and Vogel13) have made calculations 
of states close to one-quasiparticle stales, taking into account the interaction 
of quasiparticles with phonons. Their calculations show that the K = 11/2 
and 9/2 states are purer one-quasiparticle states (95-99%) than the K = 1/2 
and 3/2 states (90-97%). As a consequence, the energies of the low K states 
are lowered more than the energies of the high K states. The latter are there­
fore not likely to be ground states if there are near-lying low K orbitals in 
the Nilsson scheme.

2.3.2. The 1/2 + [660], 3/2 + [651], and 5/2 + [642] Orbitals

The three near-lying orbitals 1/2+ [660], 3/2+ [651], and 5/2+ [642], 
and partly also 7/2+ [633], are expected to give rise to low-lying states in 
the dysprosium nuclei. These orbitals originate in the Û3/2 shell-model state 
and the wave functions of the deformed states have preserved their ii3/2 
character insofar as the coefficients Ge, 13/2 are all close to unity. In addition, 
there are small admixtures of the <79/2 shell-model stale. Consequently, only 
the 9/2+ and 13/2+ states of the rotational bands have observable cross 
sections in the (d,p) and (d,f) reactions.

The localization of states belonging to the orbitals discussed above is 
complicated by coupling effects of Coriolis and zliV = 2 type, which quite 
generally affect the even parity stales in the deformed nuclei in this re­
gion14’ 15). The above-mentioned orbitals are coupled by the Coriolis force 
with matrix elements which, for the 13/2+ states, can be as large as 400keV. 
As the expected energy separation of the bands is often much less, the wave 
functions become completely intermixed. This results in strongly enhanced 
transfer cross sections for the lowest 9/2+ state and the lowest 13/2+ state 
and almost vanishing cross sections for the higher states. Therefore, essen­
tially only one 9/2+ and one 13/2+ state are observable.

The rotational band structures are greatly affected by the Coriolis coup­
ling, the general effect being a compression of the lowest band and an ex­
pansion of the higher bands.

In 155Dy, no 9/2+ or 13/2+ states have been observed with certainty 
in this work. In 157Dy, the peak al 161 keV has an angular distribution
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reaction 156Dy(d,/)15SDy, 0 = 90°.

EXCITATION ENERGY (keV)

1200 1000 800 600 Å00 200 0

Fig. 1. Triton spectrum for the

which is consistent with I = 4 and has been assigned to the 9/2 + state. 
The peak at 350 keV is tentatively assigned to the 13/2+ state although 
it is weaker than expected.

In 159Dy, the energy of the peak at 239 keV corresponds to the 9/2 mem­
ber of the ground-state rotational band. The cross section is, however, more 
than twice as strong as expected from the intensity pattern of the 3/2 - [521] 
orbital, and it is assumed that the 9/2 + state coincides with the 9/2 3/2 - [521] 
state. The observed cross section is in reasonable agreement with the ex­
pected sum of the two states. The 365 keV group in 159Dv is also double 
and contains the 11/2 3/2 - [521] state and the 13/2 + state. The cross section 
of the 11/2- state, as estimated from the 3/2 3/2 - [521 ] cross section, should

Mat.Fys.Medd.Dan.Vid.Selsk. 37, no. 12. 2
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EXCITATION ENERGY (keV)

Fig. 2. Triton spectrum for the reaction 158Dy(d,f)16,Dy, 6 = 90°.

not exceed 8 [ib/sr, so the main part of the cross sections is due to the 13/2 + 
state. The angular distributions confirm the assignment. The weak levels 
at 176 keV and 206 keV are tentatively assigned to the 5/2+ and 7/2 + 
members of the rotational band. The band is found to be severely distorted, 
but the lower spin states correspond mostly to the 5/2+ [642] orbital.

In 161l)y, the 5/2+ [642] orbital forms the ground state, and a rotational 
band up to and including 13/2+ is observed in the (d,t) spectra with the 
exception of the 11/2+ state. The 9/2+ level at 101 keV coincides with the 
7/2 5/2-[523] level, but from comparison with the 7/2 5/2 - [523] state in 
the neighbouring nuclei, the 9/2 5/2+ [642] state can be estimated to con­
tribute with approximately 50% of the observed cross section. The ground-
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state rotational band has a rotational parameter A = 6.3 keV. The compres­
sion of the rotational band can be ascribed mostly to the Coriolis coupling 
to the two near-lying orbitals 3/2+ [651] and 7/2+ [633]. The 7/2+ [633] 
orbital is expected as a particle state at approximately 400 keV of excitation 
energy and the 3/2+ [651] orbital is a hole state at approximately 700 keV.

In 163Dy, the 5/2+ [642] state is previously known as a hole state. In 
the present work, the 5/2+ state is observed as a weakly populated level at 
250 keV. The 9/2 + state observed at 335 keV has an angular distribution 
consistent with I = 4. The 13/2+ state is expected to have approximately 
the same strength as the 9/2 + state in 163Dy, and it is tentatively assumed 
that it coincides with the 7/2 1/2 — [521] state at 514 keV. If we compare the 
(d,p) and the (d,t) cross sections of the different members of the rotational 

2*
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EXCITATION ENERGY (keV)

DISTANCE ALONG PLATE (cm)
Fig. 4. Triton spectrum for the reaction 160Dy(d,/)159Dy, 0 = 125°.

band which is built on the 1/2 —[521] orbital, the (d,t) cross section is found 
to be 45% of the (d,p) cross section at 90° for the 1/2 1/2-[521] slate, as 
compared to the peak at 514 keV where the (d,t) cross section is lO5°/o of 
the (d,p) cross section. It is therefore proposed that the 13/2+ group is 
contained in the group at 514 keV.

Table 10 collects the information on 9/2+ and 13/2+ states which, ac­
cording to the discussion above, are ascribed to the lowest of the coupled 
N = 6 states. Some of the assignments are based on insufficient experimental 
evidence and must therefore be regarded with some caution. The average 
cross section for the 9/2+ states is almost 1.6 times larger than expected 
for a pure state. The corresponding ratio for the 13/2+ states is 2.4. Both
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values show the influence of the Coriolis coupling effects on the cross section 
of the high angular momentum states.

Whereas the Coriolis coupling mostly affects the high spin states, the 
ZhV = 2 coupling is of importance for the low spin states. The dysprosium 
nuclei present the most complete example observed so far of the coupling 
of the crossing states 3/2+ [402] and 3/2+ [651]. In addition, some effects 
of the crossing of the 1/2+ [400] and 1/2+ [660] can be identified. The 
AN = 2 cou]ding of the strongly populated 3/2 3/2+ [402] state to the 
3/2 3/2+ [651] state gives rise to a splitting of the 3/2+ strength which rel­
atively easily is located in the spectra. The experimental evidence is discus­
sed below.

In 155Dy, the level at 86 keV has an angular distribution of the (d,/)
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Fig. 6. Triton spectrum for the reaction 162Dy(d,/)161Dy, 0 = 90°.

cross section which is consistent with I = 2, and is also similar to the (</,/) 
angular distribution of the strong group at 239 keV which represents most 
of the 3/2 3/2 + [402] strength. The 86 keV level therefore is assigned to the 
3/2+ [651] state with admixture of the 3/2 3/2+ [402] state.

In 157I)v, the levels at 235 keV and 307 keV are about equally populated 
and have very similar angular distributions which are consistent with I = 2. 
The two levels are therefore assigned to the coupling orbitals 3/2+ [651] 
and 3/2 + [402].

In 159Dy, the 549 keV level has an / = 2 angular distribution and is as­
signed to the 3/2 + |651] ( + 3/2 +[402]) state. The coupling is obviously 
weaker in this case.
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In 161Dy, the level at 679 keV has an / = 2 angular distribution 
and a strength which strongly suggests a 3/2+ [651] (+3/2+ [402]) assign­
ment.

Finally, in 163Dy, the level at 1084 keV is suggested for the same assign­
ment, but the experimental evidence is meager.

In analogy to the case discussed above, the 1 /2 + [660] orbital couples 
to the 1 /2 + [400] orbital, but evidence for this coupling has, however, not 
been observed in the three lightest nuclei, 155Dy, 157Dy, and 159l)y, inves­
tigated in this work.

In 161Dy, the angular distributions of the (d,p) as well as the (d,0 cross 
sections for the 608 keV level are very similar to those for the 774 keV 
group. Both of these groups have I = 0 angular distributions and are there-
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Fig. 8. Triton spectrum for the reaction 164Dy(d,/)163Dy, 0 = 90°.
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fore assigned to the 1 /2 + [660] + 1/2 + [400] state. Each group represents ap­
proximately 50% of the 1/2+ [400] strength.

In 163Dy, the group at 736 keV is ascribed to the 1 /2 + [660] (+1/2 + [400]) 
state from the angular distribution of the (d,t) cross section. The 736 keV 
level is previously proposed6) to contain also the gamma vibration built 
on the 5/2+ [642] state and the suggested 3/2+ and 5/2+ members of the 
rotational band are observed in the (d,t) spectrum. The corresponding low 
decoupling parameter, a = 0.5, seems hard to reconcile with the large frac­
tion (~ 80%) of the 1/2 + [660] state indicated by the fraction present of the 
1 /2 + [400] state.
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2.3.3. The 3/2 + [402] Orbital

This orbital is expected to give rise to strong groups in the (d,t) spectra. 
As mentioned in sect. 2.3.2, a strong Z17V = 2 coupling to the 3/2+ [651] 
orbital is observed in all of the Dy nuclei investigated, except 165Dy.

The angular distributions of the (d,/) cross sections are very similar for 
the 3/2 + [402] and 1/2+ [400] states and it is impossible on this basis to 
distinguish one from the other. The angular distributions of the (d,p) cross 
sections are, however, different for the two orbitals, which allows an iden­
tification since the spin and parity of one of the states in question are de­
termined in 163Dy (860 keV, 3/2 +) and in 161Dy (551 keV, 3/2 +) from other 
experiments6’ 18).

In 155Dy, the 239 keV level is ascribed to the 3/2+ [402] orbital from
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the angular distribution and from energy systematics. The strength is split 
between this level and the 86 keV level.

In 157Dy, the 3/2 + [402] + 3/2 + [651 ] level is observed at 307 keV, and 
the strength is here almost equally split between this level and the 235 keV 
level. The levels are identified by the angular distribution of the (d,p) cross 
sections.

In 159Dy, the 418 keV level is identified as the 3/2+ [402] (+3/2+ [651]) 
stale from the angular distribution of the (d,p) cross section. The main 
part of the strength is observed in this level, and the remainder is found in 
the 549 keV level.

The /LV = 2 coupling is still weaker in 161I)y, where most of the 3/2+ [402] 
slate strength is observed at 551 keV, and in 163Dy where the strength is
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Fig. 12. Level scheme for 155Dy.
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1 I. H. E. Mattauch et al., Nucl. Phys. 67 (1965) 32.

Table 7. Q-values and neutron separation energies for Dy nuclei.

Mass
A

QW)
A ->A - 1 

keV

Q(d,p)
A - 1 ^A

keV

Sn(d,t)

keV

Sn(d,p)

keV

Sn from 
mass tables1 

keV

156 -3184 ± 10 9442 ±10 9890 ±1010
157 4753 ±10 6978 ±10 6830 ±1010
158 -2804 ± 10 9062 ±10 8840±1000
159 4600 ±10 6825±10 6851 ±34
160 -2323 ±10 8581±10 8590 ±30
161 -205 ±10 4237 ±10 6463 ±10 6462 ±10 6448 ±12
162 - 1944 ±10 5981 ±10 8202 ±10 8206 ±10 8204 ±9
163 -27 ± 10 4045 ±10 6285 ±10 6270 ±10 6253 ± 5
164 —1407±10 5441±10 7665 ±10 7666 ±10 7656.8 ±4
165 3496 ±10 5721 ±10 5635 ±10

Table 8. Unperturbed energy difference AH and ÆV = 2 matrix element 
V for the 3/2+ [402] + 3/2+ [651] and the 1/2+ [400] + 1/2+ [660] orbitals 

in different Dy nuclei.

A
3/2 ±[402] ± 3/2 ±[651 ] 1/2 ±[400] ± 1/2 ±[660]

4// (keV) V (keV) AH (keV) V (keV)

155 53 72
157 1.3 36
159 -67 56
161 -86 47 -2.5 83
163 -183 68 240 107

Table 9. (d,/) population of the 3/2-[521] band *.

Spin
(la)dQ, 0 = 90°, Q = - 2 MeV Relative value of C'Jj

Theory 155 157 159 161 163 Theory 155 157 159 161 163

3/2 167 123 106 114 185 197 0.10 0.08 0.10 0.12 0.18 0.22
5/2 1 5 13 ~ 0 0.01 0.04
7/2 297 174 216 173 242 148 0.53 0.32 0.53 0.51 0.68 0.47
9/2 22 52 23 ~ 20 7 13 0.26 0.60 0.37 0.37 0.13 0.27

11/2 10 0.11

All cross sections in Tables 9-20 are given in pb/sr.
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observed in the 860 keV level. The splitting of the (d,/) cross sections on the 
3/2 + [402] + 3/2 + [6511 states is shown in Fig. 18, whereas the summed 
cross section is illustrated in Fig. 19.

The AN = 2 coupling of the 1/2+ [660] and 1/2+ [400] states in 159Gd 
has earlier been considered in some detail16). A derivation of the coupling 
matrix element V between the 3/2+ [651] and 3/2+ [402] states is now pos­
sible for all the Dy nuclei on the basis of the two components of the 3/2 + [402] 
state identified in each nucleus. If a is the A7 = 4 amplitude in the upper 
state and ß the N = 4 amplitude in the lower state, one has for V and the 
uncoupled energy separation AH

\a-lß\
(*/£)2 + 1

AEI V| = (1)
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AH =
(a/d2) - 1

JE
(<*W + 1

where AE is the observed energy separation.
Table 8 lists the values of |V| and AH derived from the experimental 

data. The AH values clearly illustrate the crossing of the two states. In 
157Dy, the calculated unperturbed states are only a few keV apart. Figure 
20 shows the relative unperturbed energies of the 3/2+ [402] and 3/2+ [651] 
states plotted as a function of the nuclear deformation. The theoretical de­
pendence is somewhat steeper than here observed, even when the energy 
scale of the Nilsson diagram is compressed a factor of two. The coupling 
matrix element V is of the same order of magnitude as observed for the 
1/2+ states in 159Gd16). In judging the constancy of V, it should be remem-



Nr. 12 31

1977 —— ---- f

F[512]

1416 ---- S---- - ■}’

f [404]

U46 ---- 4— y

1363 ---- 4— y
1309 —4—- y

7 [510]

bered that the influence of other couplings has been neglected. An estimate 
of the Coriolis coupling to the 1 /2 + [660] band shows that the values of V 
and AH might be affected by ~ 20%.

2.3.4. The 1/2 + [400] Orbital

From the strength of the cross section, the (d,t) angular distribution and 
from energy systematics the 320 keV level in 155Dy are ascribed to the 1 /2 + [400] 
orbital. Similarly, the levels at 388 keV in 157Dy and at 564 keV in 159Dy 
are assigned to this orbital on the basis of the (d,p) and (d,t} angular dis­
tributions and from the strength of the (/./,/) cross section.

In 161Dy, the 1/2+ [400] strength is almost equally divided between the 
levels at 608 keV and 774 keV. These levels have very similar angular
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distributions for the (d,p) as well as for the (d,t) reactions, and the angular 
distributions are typical for I = 0.

The strong peak at 1057 keV in 163Dy is ascribed to the 1/2+ [400] 
orbital from the angular distributions of the (d,p) and (d,/) cross sections. 
The 1/2 1/2+ [660] state is previously proposed6) to be at 736 keV. The 
strength of the 736 keV group suggests that, due to the dV = 2 coupling, 
it contains part of the 1/2+ [400] strength.

The matrix element V and the unperturbed energy separation AH have 
also been derived for the coupling of the 1/2 + [660] and the 1/2+ [400] 
states in 161Dy and 163Dy. The results are given in Table 8.
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2.3.5. The 11/2-[505] Orbital

The 11/2 -1505] orbital is found in all I)y nuclei investigated, except 
165I)y which could be reached by the (d,p) reaction only. The identification 
is based mostly on the characteristic angular distributions of the (d,t) 
cross sections.

Fig. 17. Level scheme for 165Dy.
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Fig. 18. Relative strength of the /1.V - 2 coupled 3/2+ [651] and 3/2+ [102] orbitals for dif­
ferent dysprosium nuclei.

In 155Dy, the 11/2 — [505] orbital is observed al 153 keV and in 157Dy 
il is observed at 198 keV.

In 159Dy, the 352 keV level is ascribed to the 11/2 —[505] orbital, which 
is in agreement with data from the 160I)y(3He,a)159I)y reaction17). In this 
nucleus, the 11/2-[505] state is observed as an isomeric state4).
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Fig. 19. Summed (d,t) cross sections for the AN = 2 coupled 3/2 + [651] and 3/2 + [402] orbitals.

From the strength and from the angular distribution of the (d,t) cross 
section, the level at 486 keV in lclDy and the level at 495 keV in 163I)y are 
assigned to the 11/2-[505] orbitals in these nuclei.

2.3.6. The 3/2-[532] Orbital

This orbital is observed in 157Dy and in 159Dy. In 157Dy, the observed 
cross sections differ somewhat from the theoretical cross sections, but this 
is not unexpected as the couplings possible to K~i = 1/2— and Kn = 3/2- 
bands are numerous. The 3/2- level at 399 keV is identified from the 
angular distribution and from energy systematics. The 5/2- and 7/2- 
states are observed at 454 keV and 527 keV, respectively.

In 159Dy, the 3/2- state is observed at 627 keV, the 5/2- state at 690 
keV, and the 7/2- state at 774 keV. The observed cross sections are in 
reasonable agreement with theory. The 9/2 - triton group cannot be observed 
because of the presence of scattered deuterons.

2.3.7. The l/2-[530] Orbital

This orbital is characterized by the strong 3/2 - state and is expected 
at an excitation energy somewhat higher than that of the 1/2 1/2+ [400] 
state.

In 155Dy, the 3/2 - state is observed at 381 keV and the levels at 422 keV 
and 482 keV are identified as the 5/2 - and 7/2- states. The angular distrib- 

3*
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Fig. 20. Relative unperturbed energies of 3/2+[402] and 3/2+ [651] as a function of the defor­
mation.

utions and the intensity patterns are in reasonable agreement with this 
assignment.

In 157Dy, the strong group at 555 keV is ascribed to the 3/2 1/2-[530] 
state although it is stronger than expected. The only levels with a cross 
section greater than 5 /Ltb/sr are those at 565 keV and 673 keV. The level at 
565 keV appears as a tail on the strong level at 555 keV, so the cross section 
is difficult to determine, but the level at 673 keV is relatively strong and has 
an angular distribution compatible with I = 3. If we assume that the two 
levels at 565 keV and 673 keV are the 5/2 1/2 - [530] and the 7/2 1/2 - [530] 
states, respectively, we get the band parameters A = 8.7 keV and a = 0.7 7. 
The decoupling parameter a is greater than in most other cases where the 
1 /2 - [530] orbital is identified. Another possibility is that the cross section 
of the 5/2— state is less than ~ 5 jub/sr and is hidden in the background
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Table 10. (d,f) population of N = 6 states. 
da/dte, 0 = 90°, Q = - 2 MeV.

Spin Theory 155 157 159 161 163 165

9/2
13/2

152
50

~ 80
~ 100

~40
77

71
2~ 80

Table 11. (d,t) population of the 5/2-[523] band.

Spin

da/dQ, 0 = 90°, Q = - 2 MeV Relative values of Cj/

The­
ory 155 157 159 161 163 165 The­

ory 155 157 159 161 163 165

5/2 47 53 22 22 38 0.07 0.05 0.16 0.09 0.11
7/2 48 95 55 43* 31 0.08 0.10 0.41 0.17 0.09
9/2

11/2
13/2

55
4

132** 9 30 33
11

0.79
0.06

0.85 0.43 0.74 0.60
0.20

* 9/2, 5/2+ [642] not resolved from this level, estimated contribution 51% from theoretical 
cross sections.

** Coincides with 3/2 1/2 —[521]. From comparison with the (d,t) cross section of 1/2 
1/2-[521], the 3/2 1/2-[521] (</,/) cross section is estimated to ~ 12 /ub/sr.

Table 12. (d,t) population of the 11/2-[505] band. 
dcr/dQ, e = 90°, Q = -2 MeV.

Spin Theory 155 157 159 161 163 165

11/2 88 62 71 82 79 70

Table 13. (d,C) population of the N = 4 states. 
daldQ, 6 = 90°, Q = -2 MeV.

Level Theory 155 157 159 161 163 165

3/2, 3/2+ [402]* 644 1054 778 694 712 700
1/2, 1/2+ [400]* 819 786 846 834 947 582
7/2, 7/2+ [404] 148 245 162

* The table refers to the summed cross sections. See sects. 2.3.3 and 2.3.4.
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which is seen in the spectra around GOO keV of excitation energy. In any 
case, the 1/2-[530] orbital is distorted in the 157Dy nucleus.

In 159Dy, the 3/2 1/2-[530] state is observed at 749 keV, the identifica­
tion is based on the strength of the cross section and the angular distribution. 
The 5/2— state probably coincides with the 7/2 3/2 - [532] state at 774 keV, 
so the cross section cannot be determined accurately. The 7/2— state is ob­
served at 828 keV and has a cross section relative to the 3/2- state which 
is compatible with the theoretical cross section pattern.

In 161Dy, the level at 860 keV is assigned as the 3/2 1/2 - [530] state, the 
5/2— state and the 7/2- states are observed at 877 keV and 958 keV, re­
spectively. The angular distributions are reasonable, but the 5/2 - group 
is loo strong.

In 163Dy, the 1/2-[530] orbital is again difficult to establish, but from 
the strength of the cross section, the angular distribution and the systematics 
of the excitation energies, the level at 1275 keV is a good candidate for the 
3/2 1/2-[530] state.

The 7/2— state is observed at 1359 keV and the level at 1425 keV is 
tentatively assigned as the 9/2 - state although it is stronger than expected. 
None of the assignments made for the 1 /2 - [530] hand is entirely satisfactory, 
and a similar remark applies for the 3/2 - [532] band which never has been 
observed without distortions. Il seems likely that the Coriolis coupling of 
these states is responsible for most of the deviations between experimental 
and theoretical cross section patterns.

2.3.8. The 7/2 + [404] Orbital

The 7/2+ [404] orbital is characterized by one strong line belonging to 
the 7/2+ state. It is observed in 161Dy at 1416 keV and in 163Dy at 1840 keV 
with angular distributions in agreement with an I = 4 assignment. In the 
lighter dysprosium nuclei, the triton spectra are obscured by scattered 
deuterons in the region where the 7/2+ [404] group is expected.

2.3.9. The 5/2-[523] Orbital

The 5/2-[523] orbital is a particle state in 157Dy, and the band head 
is observed at 340 keV. The 7/2— state which is observed al 418 keV has 
an intensity three times larger than expected from theory. Deviations from 
the intensity patterns have been observed lor the 5/2-[523] orbital in 
other cases, and are caused by Coriolis coupling to the near-lying 3/2 - [521| 
orbital. The 9/2- state coincides with the 3/2 1/2-[521] state at 517 keV 
and the cross section cannot be given exactly.
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Table 14. (d,t) population of the 1/2 — [530] band.

Spin
dajdQ, 0 = 90°, Q = -2 MeV Relative values of Cjj

The­
ory 155 157 159 161 163 165 The­

ory 155 157 159 161 163 165

1/2 10 0.01
3/2 339 286 526 238 284 103 0.21 0.52 0.51 0.49 0.68
5/2 33 52 62 ~ 30* 50 0.06 0.15 0.17 0.23 0.16
7/2 130 118 122 87 51 45 0.23 0.33 0.32 0.28 0.16
9/2 30 30 0.35

11/2 13 0.14

* 9/2, 5/2+ [642] not resolved from this level.
** Coincides with 3/2, 1/2-[521].

* Coincides with 7/2 3/2 - [532].

* Coincides with 9/2 5/2+ [642]. 
** Coincides with 5/2 1/2 — [5211.

Table 15. (</,p) population of the 3/2 —[521] band.

Spin
da/dQ, 0 = 90°, Q = + 3 MeV Relative values of Cjj

Theory 157 159 161 163 165 Theory 157 159 161 163 165

3/2 103 61 63 42 ~ 10** 0.10 0.17 0.17 0.13 0.14
5/2 ~ 0 3 3 9 0.01 0.01 0.01 0.13
7/2 332 157 165 169 33 0.53 0.70 0.72 0.84 0.73
9/2 18 26 ~ 22* 3 0.26 0.12 0.10 0.02

11/2 8 0.11

Table 16. (d,p) population of the 5/2-[523] band.

Spin
daldQ, 0 = 90°, Q = +3 MeV Relative values of Cjj

Theory 157 159 161 163 165 Theory 157 159 161 163 165

5/2 47 39 30 24 15 0.07 0.07 0.06 0.14 0.05
7/2 48 150 103 ~ 38* 25 0.08 0.28 0.22 0.22 0.08
9/2

11/2
13/2

55
4

~ 40** 25
13

13 25
6

0.79
0.06

0.65 0. 17
0.25

0.64 0.70
0.17



40 Nr. 12

In 159I)y, the 5/2-[523] band head is observed at 309 keV, the 7/2- 
and 9/2- states at 395 keV and 506 keV, respectively. Also in this nucleus 
the 7/2- state is much stronger than expected. The 635 keV level is tenta­
tively assigned as the 11/2- state.

The low-lying state al 26 keV in 161Dy is assigned as the 5/2-[523] 
band head. The 7/2- state at 104 keV cannot be separated from the 9/2 
5/2+ [642] state in this nucleus, but the summed cross section for the two 
states seems to indicate that the Coriolis coupling between the 5/2-[523] 
and 3/2-[521] orbitals is weaker than in 157Dy and 159Dy.

In 163I)y, the 5/2-[523] orbital, the ground state and the rotational 
states up to the 11/2- state arc observed. The experimental cross sections 
are in reasonable agreement with theory and with previous experiments6).

2.3.10. The 7/2+ [633] Orbital

This orbital is observed in the two heaviest dysprosium nuclei only. 
All states except the 9/2+ and 13/2+ states are expected to be weakly 
populated.

In 163Dy, 9/2+ and 13/2+ assignments are suggested for the 499 keV 
and 719 keV levels, respectively. The two levels have angular distributions 
which indicate high angular momenta, and occur in the spectrum at the 
excitation energy expected. The strength of the 13/2 + stale relative to the 
9/2 + state is, however, less than expected from theory and from comparison 
with other nuclei where the 7/2+ [633] orbital is observed. In this connec­
tion, the coupling to the N = 6 states discussed in sect. 2.3.2 should be kepi 
in mind.

The 7/2+ [633] orbital forms the ground state in I65ßy7-io) Only at 60° 
the ground state is observed with a cross section of ~ 2 /ib/sr. The 9/2 + 
state at 84 keV and the 13/2 + state at 308 keV have (d,p) cross sections well 
in accordance with the theoretical predictions.

2.3.11. The l/2-[521] Orbital

The 1/2-[521] orbital is populated in all the dysprosium nuclei in­
vestigated except 155Dy, which can be reached by the (d,t) reaction only. 
This orbital is characterized by a strong 1/2— state. The 5/2— and 7/2 — 
states have each about half the strength of the 1/2 — state.

In 157Dy, the 1/2— state is observed at 464 keV with an angular distribu­
tion which is typical of / = 1. The 3/2- state coincides with the 9/2 
5/2 —[523] state at 520 keV, and the 5/2- state is identified at 553 keV 
from the angular distribution and the strength of the cross section. The 
strong hole state 3/2 1/2-[530] is observed at 555 keV and probably con-
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* Probably some contributions from 11/2 11/2 —[505].

Table 17. (d,p) population of the 7/2+ [633] band.

Spin
dajdQ, 0 = 90°, Q = + 3 MeV Relative values of

The­
ory

155 157 159 161 163 165
The­
ory

155 157 159 161 163 165

7/2
9/2

11/2
13/2

~ 0
21

~ 1
41

<37*

22

16

47

0.001
0.07
0.02
0.92

0.20

0.80

0.05

0.95

Table 18. (d,p) population of the 1/2-[521] band.

Spin
da/dQ, 6 = 90°, Q = + 3 MeV Relative values of Cjt

Theory 157 159 161 163 165 Theory 157 159 161 163 165

1/2 245 151 195 164 143 186 0.25 0.34 0.34 0.37 0.30 0.37
3/2 24 ~ 17 25 35 4 17 0.02 0.04 0.04 0.08 0.01 0.04
5/2 114 129 71 61 ~ 69** 73 0.18 0.46 0.20 0.21 0.23 0.23
7/2 145 44 155 82 138 106 0.23 0.16 0.42 0.29 0.46 0.33
9/2 19 14 7 0.27 0.05 0.02

11/2 3 4 0.05 0.01

* Coincides with 9/2 5/2 — [523], 
** Coincides with 3/2 3/2 —[521].

Table 19. (d,p) population of the 5/2-[512] band.

Spin
dajdQ, 0 = 90°, Q = + 3 MeV Relative values of

Theory 157 159 161 163 165 Theory 157 159 161 163 165

5/2
7/2
9/2

11/2

6
493

10
4

70
8

100
11

291
14

336
10

236
6
6

0.01
0.79
0.14
0.06

0.51
0.49

0.50
0.50

0.70
0.30

0.79
0.21

0.69
0.16
0.15

tributes to the (d,p) cross section of the peak at 553 keV, which is too strong 
according to the theory. On the other hand, the 7/2 - state, which is observed 
at 670 keV, is weaker than expected.

In 159Dy, the 533 keV level is identified as the 1/2 - state from the angular 
distribution and the strength of the cross section. The 3/2- and 5/2- states 
are observed at 586 keV and 621 keV, respectively. In this nucleus, the 
7/2 — state at 744 keV is stronger than expected. The explanation might also 
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liere be that the (d,p) contribution from the 3/2 1/2-[530] state cannot 
be resolved from the 7/2— state.

In 161Dy, the 1/2 —[521] band head is observed at 370 keV with an an­
gular distribution very similar to the previously identified 1/2 1/2-[521] 
states. The Q-corrected cross section is also similar to those observed for the 
corresponding states in 157Dy and 159l)y. The two peaks at 421 keV and 
451 keV are identified as belonging to the 3/2- state and the 5/2— slate, 
respectively, with the 7/2 - state observed at 572 keV. The peaks at 634 keV 
and 808 keV are tentatively assumed to belong to the 9/2- and 11/2- 
states.

In 163Dy, the 1/2- state is placed at 350 keV. The identification of the 
1/2 - [521] band in 163Dy is less straightforward than in the other dysprosium 
nuclei investigated, and the orbital shows deviations both in the decoupling 
parameter a and the cross sections of the different members of the rotational 
band. The 3/2- state at 388 keV is very weakly populated. The 5/2- stale 
is observed at 425 keV, but part of the strength probably stems from the 
3/2 3/2-[521] stale. The 7/2- state at 517 keV has a relatively large (d,p) 
cross section, and also an apparently large (d,/) cross section. The latter 
may, however, contain contributions from the 13/2+ state discussed in sect. 
2.3.2.

In 165Dy, the 1/2-[521] slate is a low-lying particle excitation where the 
band head is observed at 109 keV. The angular distribution fils well into 
the pattern of the previously observed 1/2 1 /2 - [521 ] states in the dysprosium 
nuclei. The 3/2 - state is observed at 158 keV, and the 5/2 - state at 182 keV. 
'fhe rather strong peak al 298 keV is ascribed to the 7/2- slate, and also 
the 9/2 — and 11/2 - states give rise to weak peaks at 336 keV and 518 keV, 
respectively.

'fhe 1/2 —[521] orbital has previously been identified at 161> 163> 165Dy5~8) 
and theoretical calculations of excitation energy, decoupling parameter and 
purity of the state have been performed for a number of nuclei, including 
161,163, i65j)y fry Soloviev and Vogel13) and BÉs and Ciio19), taking into 
account the coupling between phonons and quasiparticles. The Coriolis 
coupling is not considered in these calculations. Especially in 163Dy where 
the 3/2-[521] orbital is close to the 1/2-[521] orbital, this interaction is 
expected to be important.

The experimental values of the decoupling parameter a are collected 
in Table 21. Apart from the 163l)y case, the variation in a is not more than 
15°/o. This is in contrast to the theoretical values calculated by Soloviev 
and Vogel13), which decrease a factor 2 from 165Dy to 159I)y.
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2.3.12. The 5/2-[512] Orbital

The assignments made below are supported by the angular intensity 
variations, but represent only a fraction of the full theoretical intensity (cf. 
Table 19). The 5/2 - [512] band is characterized by a strong 7/2 — member.

In 157Dy, the level is placed at 985 keV. The 9/2— state is tentatively 
assumed to be the one at 1101 keV.

In 159Dy, the 7/2- state and 9/2- stale are observed at 1089 keV and 
1189 keV, respectively. The strong level al 1283 keV could be another choice 
for the 7/2- state, but the angular distribution makes the first assignment 
preferable.

In 161Dy, the 7/2— state is observed at 883 keV. The 9/2 -- state is very 
likely the one at 995 keV, although the intensity is stronger than expected.

In 163Dy, the level at 801 keV, which is strongly populated by the 
reaction, is proposed to be the 7/2- state. The level at 918 keV possibly 
corresponds to the 9/2 - state, although the rotational parameter is then 
larger than found in the other dysprosium nuclei.

In 165Dy, the 5/2-[512] orbital is well established by previous work7-10) 
as a low-lying particle state. The 7/2- state is observed at 262 keV and the 
9/2— state at 361 keV. The band head coincides with the 5/2 1/2-[521] 
stale at 182 keV.

From Table 19, it is seen that the strength of the 7/2 5/2 —[512] state 
increases from 165Dy to 163l)y. This is in agreement with the decrease of pair 
occupation probability, V2, for the orbital concerned as neutrons are re­
moved. In the lighter dysprosium nuclei, however, the strength decreases 
drastically, and the 7/2- cross section for 157Dy is only 20% of that for 
163Dy.

Obviously the strength of the 7/2— states is split by some unknown 
interaction in the lighter dysprosium nuclei, where the excitation energy is 
comparatively high.

2.3.13. The l/2-[510J Orbital

This orbital is expected to be a highly excited particle state in the Dy 
nuclei. The orbital is subject to strong particle-vibration interactions, giving 
rise to reduced cross sections and decoupling parameters less than the 
Nilsson value a = —0.34. The 3/2— state’ is strong and characteristic of 
the orbital.

In 157Dy, the 1569 keV level is identified as 3/2— from the angular dis­
tribution and the cross section. The 5/2- and 7/2- states are observed at
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'Table 20. (d,p) population of the 1/2-[510] band.

Spin
dff/dQ, d = 90°, Q = 3 MeV Relative values of

Theory 157 159 161 163 165 Theory 157 159 161 163 165

1/2 9 8 0.01 0.03
3/2 398 62 84 148 171 138 0.41 0.15 0.57 0.60 0.54 0.70
5/2 183 17 19 42 62 28 0.29 0.19 0.20 0.27 0.30 0.22
7/2
9/2

11/2

120
6
1

32 21 21 27 9 0.19
0.09
0.01

0.36 0.23 0.13 0.13 0.08

Table 21. Decoupling parameters a for the 1/2-[521] orbital.
165Dy lf,3Dy 181Dy 159Dy 157Dy

Experiment (this work)................ 0.57 0.30 0.48 0.43 0.48
Theory (Soloviev and Vogel13)). . 0.86 0.60 0.47 0.42

Table 22. Inertial parameters and decoupling parameters. 
Number in brackets are decoupling parameters for K = I bands.

Nilsson 
orbital 165 163 161 159 157 155

3/2 -[521] 10.6 11.5 11.4 12.0 10.9
5/2- [523] 10.6 10.9 12.3 11.1
5/2 + [642] 5.3 6.3 5.0
1/2 + [660] 6.3(0.49)
3/2 - [532] 12.6 11.0
1/2 - [530] 7.0( -0.04) 7.5(0.55) 7.4(0.05) 8.7(0.77) 8.4(0.02)
1/2-[5211 10.6(0.57) 10.0(0.30) 11.5(0.48) 12.3(0.43) 12.8(0.48)
7/2+ [633] 9.3 9.2
5/2-[512] 11.1 13.0 12.4 11.1 12.9
1/2-[510] 11.2(0.036) 13.2(-0.048) 11.3(0.07) 12.4(- 0.01) 11.2(-0.12)
1/2+ [651] 9.1(0.03) 7.5(- 0.15)
3/2-[512] 12.0 12.2

1632 keV and 1701 keV, respectively. This assignment gives A = 11.2 keV 
and a = 0.12.

In 159Dy, the 3/2- state is observed at 1473 keV and the 5/2- state at 
1535 keV. The 1621 keV level has an angular distribution compatible with 
Z = 3, and a 7/2— assignment to this level gives the parameters A = 12.4 
keV and a = 0.04.
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In 161Dy, the 3/2- state is observed at 1309 keV, the 5/2- state at 1363 
keV and the 7/2 - state at 1446 keV. The parameters are here A = 11.4 keV 
and a = 0.049.

In 163Dy, the 3/2- state is observed al 1199 keV with a large cross sec­
tion. The 5/2- and 7/2- states are observed at 1262 keV and 1342 keV, 
respectively, and the weak level at 1159 keV is tentatively assigned to the 
1/2- state. These assignments correspond to the parameters A = 12.0 keV 
and a = 0.048.

In 165Dy, the 3/2 1/2-[510] state is observed at 606 keV, which is sig­
nificantly lower than in 163Dy. The reduced cross section for the 3/2- state 
at 90° is 138 fib/sr as compared to 171 ^ib/sr in 163Dy. These facts indicate 
a stronger interaction between the 1/2 —[510] orbital and some vibrational 
mode than in the lighter dysprosium nuclei.

The theoretical predictions by Soloviev and Vogel13) for the 1/2-[510] 
orbital in 165Dy are 32°/o 1/2 —[510], 63% gamma vibration based on 
5/2 —[512] and 4% gamma vibration based on 3/2-[512]. The value of 
the decoupling parameter from Soloviev and Vogel’s calculation is 
a = 0.05, and from the calculation of BÉs and Ciio19> it is a = 0.03. This is 
in good agreement with the experimental value a = 0.036 which results 
from the identification of the 5/2— state at 658 keV and the 7/2— state at 
737 keV. The inertial parameter is A = 11.2 keV.

2.3.14. The 3/2-[512] Orbital

This orbital, which is observed in the three heaviest dysprosium nuclei, 
has a characteristic pattern consisting of a strong 5/2 - state and weaker 
3/2- and 7/2- states.

The 1977 keV level in 161Dy is assigned to the 3/2 3/2-[512] state. The 
5/2- state is observed at 2039 keV, and the 7/2- state is assumed to con­
stitute the main part of an unresolved peak at 2113 keV. Both the angular 
distributions and the relative cross sections of the rotational band are com­
patible with the 3/2 —[512] assignment.

In 163Dy, the 3/2-, 5/2- and 7/2- states are observed at 1795 keV, 
1856 keV and 1936 keV, respectively. The angular distributions are typical 
of I = 1 and I = 3, but the cross section of the 5/2- state is smaller than 
expected.

In 165Dy, the 3/2 - state is placed at 1258 keV and 5/2 - and 7/2 — stales 
at 1312 and 1402 keV, respectively. The assignments are based mainly on 
the angular distribution. Also in 165Dy, the cross section of the 5/2— state 
relative to the 3/2 - state and the 7/2 — state is smaller than expected. Com-
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Fig. 21. Z-dependence of the band head energies for the isotones with N = 97.

pared to 163Dy, the relative strengths of the members of the orbital are quite 
similar in the two nuclei, but the cross sections in 165Dy are less than 50 % 
of the cross sections in 163Dy.

3. Z-Dependence of Single-Quasiparticle Energies

fhe number of single quasiparticle states identified in deformed nuclei 
has increased considerably during the later years. It is therefore possible 
to compare the single-quasiparticle energies of the same Nilsson state in 
several nuclei with the same number of neutrons. In all cases, except for
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Fig. 22. Theoretical and experimental band head energies for 163Dy and 165Er.

neutron number 89, a systematic change in the band head energies is ob­
served from one isotone to the next.

In Fig. 21, the band head energies of the identified Nilsson stales are 
compared for the N = 97 isotones. The data for the gadolinium and erbium 
nuclei are mainly taken from refs. 1 and 2, the ytterbium data are taken 
from ref. 3.

The characteristic trend in this and other cases is the general compression 
or expansion of the band head energies as one goes from one isotone to 
the next. The few deviations from the pattern often concern orbitals which 
are affected by strong Coriolis coupling, such as, for instance, the 3/2-[521] 
orbital in 161Gd. Also the 11/2- [505] orbital frequently shows an irregular 
behaviour.

Figure 22 gives a comparison with the theoretical calculations by 
Soloviev et al.20>, where the interactions between phonons and quasipar-
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NEUTRON NUMBER
Fig. 23. The energy gap parameter /1ÇV) for different elements as a function of the neutron 

number.

tides are taken into account. The calculated energies agree well with the 
experimental energies for 165Er, but the calculations do not reproduce the 
expansion in the observed excitation energies in 163Dy.

The observed energies are the quasiparticle energies which, in the pairing 
formalism, are given by the expression

E, - (3)

where £j is the single-particle energy, À the chemical potential, and zl is 
the energy gap parameter for neutron orbitals.

It is experimentally known that the energy gap parameter A varies from 
element to element. The effect of this variation on the quasiparticle energies 
can easily be evaluated by Eq. (3) on the assumption of constant (g; - Â). 
The energy gap parameter can be calculated from the neutron separation 
energies by the formula



Nr. 12 49

Fig. 24. Tlie effect of A on the quasiparticle energies assuming a constant (e — 2) normalized 
to the Dy case. The dotted lines show the calculated quasiparticle energies, the full lines the 

experimental energies.

J(N) = 1/2 [SW(1V) - Sw(jV - 1)], QV even) (4)

where the experimental neutron separation energies for Gd, Er, and Yb are 
available1- 2> 3). In Fig. 23, the variation of A versus the neutron number N 
is plotted for different elements. The calculated quasiparticle energies for 
N = 97 are shown in Fig. 24, where the observed excitation energies are 
connected by solid lines, whereas the calculated energies are connected 
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through dotted lines. The slope of the dotted lines shows the effect of A 
assuming a constant (e; —A) normalized to the Dy case. It is clearly seen 
that only part of the observed energy shifts can be explained in this way.

The calculations by Soloviev and Vogel13) show that the coupling to 
the gamma vibration affects the single-quasiparticle energies. As the energy 
and strength of the gamma vibration in the even nuclei, for a fixed neutron 
number, show some dependence on Z, part of the variation illustrated in 
Fig. 24 might be ascribed to particle-phonon coupling.

4. Summary

The present work has identified a total of 16 different Nilsson orbitals 
with their associated rotational bands.

The level order is almost identical to the one found in gadolinium, and 
again confirms the Nilsson scheme. It is also interesting to see how the 
inclusion of the phonon-quasiparticle interaction20) improves the overall 
agreement (Fig. 22). Some of the remaining discrepancies might have their 
origin in the Coriolis interaction which is not included in the model.

The Z-dependence of the neutron quasiparticle energies shows a re­
markable symmetric pattern with few irregularities. The Z-dependent 
variation in the level density is more pronounced for the heavier nuclei 
than in the lighter ones. In the N = 89 isotones 153Gd and 155Dy, there is 
practically no change in the band head energies. If the particle-phonon 
interaction is included, the quasiparticle energies are compressed compared 
with the Nilsson scheme. The Z-dependent compression revealed by the 
data might partly be explained by a difference in the vibration strength 
from one isotone to another.
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1. Introduction and Summary

In a previous paperh)—hereafter referred to as I—we discussed the 
application of Minkowski’s energy-momentum tensor in phenomenological 
electrodynamics. The medium was assumed to be homogeneous, transparent 
and usually also nondispersive. Since the essential differences between the 
various competing tensor forms are present also in the most simple media, 
the above restrictive assumptions were legitimate in relation to the main 
purpose of the investigation, namely to examine whether Minkowski’s tensor 
is appropriate to use in the most common and simple situations. And the 
affirmative answer to this question made it just convenient to restrict the 
treatment so as to incorporate Minkowski’s tensor only.

In the present paper we shall consider also other tensor forms, so let us 
first write down some expressions. The rest inertial frame of the medium 
shall be denoted by K°, while the inertial frame in which K° moves with the 
uniform velocity v, shall be denoted by K. Minkowski’s tensor reads

e M
°ik ~ -EJ)k- HtBk+iåik(E D+ H-B) (Ila)

oM
°4fc - i(E<H)k, .S'" = i(Dx B)t, S"- -i(E D+H B), (1.1b)

or, in covariant form,

= F^Hva -i0vvF*ßHaß (1.2)

(for notation, see I).
Perhaps the main reason why Minkowski’s tensor often has been rejected 

and instead replaced by some other tensor form is the asymmetry of the 
former, which is present even within isotropic media. The symmetry re­
quirement is met by the following tensor, which we shall call Abraham’s 
tensor,

■s« - - + ■ D° + H° ■ B°) (1.3a)

- - i(E° • D° + H°- B° (1.3b)
1*

eAO _  eAO _  •/ 17O v rrO\ eAOb/cA ~ \k ~ X " )k> ^44
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(1.4)

covariant form can be written as

(1.5)

(1-6)

(1-7)

(1.8a)

(1.8b)

y (v, ic).
collaborators <3>.

* F. Beck(4) has also introduced a tensor which, however, in the case of a radiation field 
coincides with Marx’s radiation tensor. Therefore we shall not pay any special attention to 
this form in the following sections.

fhe energy density component was not given.
The last tensors we shall mention here are due to S. R. de Groot and

L. G. Suttorp(6). These authors have examined the problem from a purely

where n is the refractive index. We shall often be concerned with this tensor 
in the following chapters. Its

for all v between 1 and 4.* The covariant expression can be written

= C = X H»)k.

çSO — 1 ç.10 _ 1 cMO cSO _ çSO _ oAO

k'ik 2°^ ’ °1'4 ’n n

od _ cM

A. Einstein and J. Laub<5> have also examined the problem; by means of 
simple examples they constructed an expression for the force density in A0 
which corresponds to the following components of the energy-momentum

- 7Z,°Ä» + + W°2)

where x = (e// - 1 )/c2 = (n2 - l)/c2, Fa = FarVr and Vfl =
Another proposal was pul forward by G. Marx and

They examined a simple radiation field travelling through an isotropic 
medium, and came to the conclusion that Abraham’s tensor, describing the 
electromagnetic field, must be supplemented with a mechanical tensor to 
give the symmetrical “radiation” tensor S^IV describing the total system: 
radiation plus connected mechanical field. In A° the radiation tensor is 
given by 

(here given in A'0), although this symmetrized form of the stress tensor 
Så0 for anisotropic media seems to have been given first by H. Hertz<2>. 
When the body is isotropic, the force density in A reads

712 - 1 öSM0_____  ____ rAO _ fMO
C* - /4 >
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microscopical point of view, and published recently a series of papers on 
the subject. (See also I, section 7.) They give two tensor expressions, de­
pendent on whether the total interaction between field and matter is taken 
into account or not. In the case of an isotropic medium their first proposal 
reads in K°

S^0 = -E?D°k-H^B°k+ ôik(\E02 + {B°^ (1.9a)

C = C = x C = -1(Eo2 + B°2), (1.9b)

where M° = B° - H°. It is apparent that for M° = 0, the components (1.8) 
of the Einstein-Laub tensor agree with the corresponding components of the 
de Groot-Suttorp tensor (1.9).

The second tensor expression proposed by de Groot and Suttorp was 
defined as the difference between the total energy-momentum tensors with 
and without external electromagnetic fields. This tensor thus corresponds to 
taking the whole interaction between field and matter into account. By 
omitting the variations of the material constants with density and temper­
ature, as we mainly do throughout our work, we find that their second field 
tensor agrees with Abraham’s tensor within an isotropic body.

There exist also other proposals that have been put forward, and we shall 
have the opportunity to comment upon some of them in the detailed con­
siderations later on. Mostly we shall be concerned with the relative merits of 
Abraham’s and Minkowski’s tensors, since these tensors, combined with 
their appropriate interpretations, are found to be both adequate and equi­
valent in most of the simple physical situations considered.

Further introductions to the subject are given in the books by C. Møl- 
ler(7) and W. Pauli<8>, and in the review article by G. Marx<9).

The main task of the subsequent exposition can be conveniently divided 
into three parts. Firstly, we want to apply some deductive methods in order 
to see how the various tensors adapt themselves to the formalism. As in­
dicated already in I it must be borne in mind that the power of this kind of 
method is restricted in the sense that the expressions one obtains are not 
unique. Secondly, we wish to examine the applicability of the various 
tensor forms to the description of definite phenomena. The description of 
the experiments is here a crucial point. Thirdly, we shall spend some effort 
to comment upon parts of the earlier literature. There has been published a 
large number of papers on the subject, which are often mutually contra­
dictory and moreover scattered over a number of different journals. We find 
it therefore of importance to point out some crucial points in the various 
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derivations as an attempt to find the deeper reason why the results are 
seemingly incompatible.

Throughout this work we take a phenomenological point of view and 
refer only occasionally to the simple microscopical treatment in I. This is 
done for practical reasons, a thorough scrutiny of the microscopical aspects 
would require a separate treatment. However, we think there is also a 
reason of principle why it is sensible first to choose the macroscopical line 
of approach in order to obtain a satisfactory description of the physical 
phenomena: In the simple cases considered, the results obtained by means 
of these macroscopic or semi-macroscopic methods are both consistent and 
moreover fit the observed data in an excellent way. From a pragmatic point 
of view the macroscopical kind of method is therefore not only a possible 
kind of approach but in fact the appropriate one as a first step, and micro­
scopical methods with their complicated formalism should properly be 
considered to represent a later stage of the development.

Let us now review the subsequent sections. Section 2 is devoted to an 
analysis of electrostatic fields. We considor again the variational method 
which was employed in section 3 of I, and show how Minkowski’s and 
Abraham’s tensors emerge from the formalism in an equivalent way. It is 
found that, as far as a dielectric body is surrounded by a vacuum or an 
isotropic liquid, no experiment testing electromagnetic forces or torques on 
the body can decide between these tensors. The two tensors correspond 
merely to different distributions of forces and torques throughout the body: 
According to Minkowski the torque is essentially a volume effect, described 
by the tensor asymmetry, while according to Abraham the torque is described 
completely in terms of the force density. We consider a typical example, in 
which Abraham’s torque naturally comes out as a surface effect.

In the remainder of section 2 we discuss to some extent the Einstein- 
Laub (or the de Groot-Suttorp) tensor. It is found that also in this case 
no force or torque experiments on a body surrounded by a vacuum or an 
isotropic fluid represent a critical test for the tensors in question. However, 
there is actually one effect which represents a critical test, namely the pres­
sure increase in a dielectric liquid because of the field. In order to apply the 
theory to this case it is necessary to extend the variational method mentioned 
earlier (the Helmholtz method) so as to include also the electrostriction 
effect, although we are otherwise ignoring this effect in our work. S. S. 
Hakim and J. B. Higham have tested the pressure increase experimentally, 
and they found that the Helmholtz force describes the observed data very 
well. On the contrary, the pressure increase predicted by the Einstein-Laub 



Nr. 13 7

force (which is also called the Kelvin force) was found to be in disagree­
ment with the experiment.

In section 3 we continue the consideration from I, section 6 concerning 
the propagation of an electromagnetic wave within an isotropic body at rest. 
By means of the semi-macroscopic method that we are adopting, and by 
taking the radiation pressure experiment due to R. V. Jones and J. C. S. 
Richards into account, we find that Abraham’s and Minkowski’s tensors are 
equivalent in the following sense: Abraham’s force density excites the con­
stituent dipoles of the material and produces a mechanical momentum which 
travels together with the field. If we count this mechanical momentum 
together with Abraham’s momentum as a field momentum, we obtain 
Minkowski’s tensor. By considering the situation in the frame where the 
mean motion of the constituent particles vanishes we find that, in the case of 
an infinite medium, the energy-momentum tensor of the total system can be 
written as the sum of Abraham’s tensor and the mechanical tensor in the 
absence of fields.

We continue section 3 by discussing an example in which the boundary 
between two media is involved. Finally we consider alternative tensor forms, 
and find that the radiation pressure predicted by the radiation tensor is in 
disagreement with the Jones-Richards experiment.

In section 4 we discuss possibilities for torque experiments, especially 
when Minkowski’s or Abraham’s tensors are taken as field tensors. For a 
stationary optical wave in interaction with a dielectric body we find that the 
two tensors will always yield the same value for the torque. Thereafter we 
propose an experiment involving a low-frequency combination of electric 
and magnetic fields. This experiment should be appropriate for the detection 
of Abraham’s force, which is hidden in the case of optical fields. Finally it is 
concluded that the case of an optical field travelling through a dielectric body 
immersed in a dielectric liquid should represent a possible means for a 
further experimental check of the radiation tensor and the Einstein-Laub 
tensor.

Section 5 is devoted to a critical review of some parts of the earlier 
literature, especially those parts which seem to run into conflict with our 
own interpretations. We are otherwise commenting upon passages from 
earlier treatments also in our ordinary exposition of various topics, but there 
remain interesting arguments which cannot so naturally be dealt with in 
the ordinary treatment. We think such a critical analysis is desirable in a 
study of the present problem, since an important part of the task is just to 
clear up a situation which is confused by mutually contradictory opinions.
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For the main part we discuss gedanken experiments which have been put 
forward to support either Minkowski’s or Abraham’s tensor, and show how 
these situations are to be explained with the use of the formerly rejected 
alternative. In the remaining part of the section we mainly discuss some 
aspects of the Einstein-Laub paper.

In the subsequent sections we discuss topics connected with relativity, 
and, except for the last section, limit the consideration to the case of isotropic 
media. Section 6 is devoted to a study of the torque acting on a moving body 
when an electromagnetic wave is travelling within it. We first calculate 
Abraham’s and Minkowski’s torque expressions when the body is assumed 
infinitely extended, and show thereafter that both these expressions are 
relativistically consistent. In this context we draw into consideration an 
analogous situation encountered in relativistic mechanics: An elastic body 
subjected to stresses in its rest system may in other inertial systems require a 
torque in order to maintain steady motion. A similar situation is found to be 
present also here in electrodynamics: We require stady motion of matter 
plus field and find that there must then exist a rate of change of electro­
magnetic momentum which is just equal to the previously calculated torque, 
with the opposite sign.

If the body is finite, we find that the most natural division of the total 
angular momentum into a field part and a mechanical part is obtained with 
the use of Abraham’s tensor for the field.

Section 7 contains a discussion of various relativistic phenomena. We 
begin by considering the velocity u = S/W of the energy in an optical wave. 
In section 9 of 1 we found that u transforms like a particle velocity if Min­
kowski’s tensor is used. We now find that Abraham’s tensor cannot fulfil the 
transformation criterion due to the fact that this tensor does not describe the 
total travelling wave. We analyse the background for the transformation 
criterion, and give a rather general form of a tensor that fulfils it. The radi­
ation tensor falls within this category.

Next we consider the relativistic centre of mass of a finite, but practically 
monochromatic, field. In section 12 of I we found that the various centres 
obtained with the use of Minkowski’s tensor in general do not coincide when 
(“onsidered simultaneously in one frame. Actually, by considering in the rest 
frame K° the centres of mass obtained by varying the direction and magnitude 
of the medium velocity, we found that they are located on a circular disk 
lying perpendicular to the inner angular momentum vector in K° with centre 
at the centre of mass in K°. Now the various centres of mass are found to 
behave in exactly the same way if the Abraham tensor or the radiation tensor 
is adopted.
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The Cerenkov effect is thereafter briefly analysed in the inertial frame 
in which the emitting particle is at rest. From a study of the momentum 
balance in this situation, I. Tamm has given preference to Minkowski’s 
tensor. We show how the momentum balance appears with the use of Abra­
ham’s tensor. Section 7 is closed by some further remarks upon the literature.

In the last section we employ a variational method which implies the 
application of curvilinear coordinates as a formal remedy. For a closed 
system this method in general leads to a determination of the energy-momen­
tum tensor, but the method is shown to leave a certain ambiguity here due to 
the fact that the Lagrangian leading to the electromagnetic field equations 
corresponds to a non-closed physical system. Section 8 is rather detailed, 
since this subject has caused some confusion.

Finally we consider again the Sagnac-type experiment due to C. V. Heer,
J. A. Little and J. R. Bupp, which was discussed in section 9 of 1. We find 
that this experiment, although it gives an excellent verification of the pre­
dictions of macroscopic electrodynamics, does not represent a critical test 
for Minkowski’s tensor, such as it was originally claimed. In fact, the ex­
periment is found to be explained equivalently also by Abraham’s tensor and 
the radiation tensor.

The Appendix gives in tabular form a summary of the behaviour of the 
various examined energy-momentum tensors in some physical situations.

2. Static Fields

We begin with an examination of the various tensors applied to the 
simplest physical case, namely the static fields. Actually, only electrostatic 
fields shall be considered since, for the simple case with linear inductive 
magnetization here considered, the corresponding results in the magneto­
static case can be taken over by analogy. In this section we first consider 
the important point concerning the relative behaviour of Minkowski’s and 
Abraham’s tensors, and show how they in general lead to equivalent experi­
mental results. Thereafter we consider various other tensor possibilities. 
Since all quantities are taken in the rest frame, the superscript zero on them 
shall simply be omitted.

Minkowski's versus Abraham's tensor

From (1.1a) and (1.3a) it is apparent that Minkowski’s and Abraham’s 
tensors are equal in the electrostatic case for isotropic media. We therefore 
generalize the situation and consider the same physical system as in I, 
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section 3, namely a dielectric, anisotropic medium containing an electric 
field which is produced by some external devices. The linear relation 
£) = Y]ikL)k is assumed to be valid. By varying the free energy

& = I I E DdV (2.1)

and equating - d^/dt to the rate of mechanical work | fudV exerted by the 
volume forces, we found in 1/ = fA, where

/4 = oE + i - ldt(EI)k - EkD). (2.2)

This corresponds to the stress tensor

= -WD^E^^E-D. (2.3)

By comparison with (1.3a) it is thus evident that we have obtained Abra­
ham’s tensor. However, by invoking the “dipole model” and assuming the 
existence of a torque density r = D x E with a corresponding extra con­

tribution J T • (d(pldf)dVto the rate of mechanical work (y being the rotational 

angle), we found instead Minkowski’s result

fM = qE+^D^^ (2.4)

< = -E^+^E-D. (2.5)

According to this description, the result is dependent explicity on the as­
sumption of an extra torque density.

In order to make a more distinct comparison between the two tensor 
forms, it is convenient to reformulate the balance equation in terms of the 
rotational angle (p rather than the velocity u = ds/dt. Since f s = (r x f)'(p 
we have from (1,3.10,9) 

(2.6)

where f and r are as yet unspecified. As tp is arbitrary, we obtain

rx/+r = rx (qE + J DiDk^rjik) ■+ D x E (2.7)

This relation is fulfilled directly with Minkowski’s tensor, and only then. 
However, let us add the vanishing quantity
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- 1 J nl)^ Si dS,
cond

(2.8)

taken over the external conductors that produce the field, and let us combine

f(Z) <E)-<pdV~% I {EiD-n - E nD^SidS

cond

- J J- EkD)sdV - - 1 J[r x at(EDt - Ej-D)] ^</V.
(2.9)

Then (2.6) is equivalent to 

(p£ + | DiDkyrlik - ldk(El)k - EkD))]-cpdV 

= \ (r x f) • (pdV + fr-^dT,
(2.10)

and we obtain now /=/4, T = 0, i.e. Abraham’s tensor. In this case the 
torque is described in terms of the force density, while in the former case it 
was described by the asymmetry of the stress tensor. We must conclude 
that, as far as the dielectric body is surrounded by an isotropic medium 
(here vacuum), no unambigeous answer can be given for electrostatic systems. 
And this result is connected with the fact that the total body torque is the 
same for both tensors in this case: We may put the torque formula into the 
form

Ni - j(xtfk~ xkfi +Sik~ Ski)dy = ~ / (r x S™c)tdS, (2.11) 

surface

where Sni = Siknk. Thus the total torque can be evaluated from the vacuum 
values of the field, and Minkowski’s and Abraham’s tensors must yield the 
same result. Similarly, the total body force can also be put into a form 
which involves the vacuum field values only; by starting from the balance 
equation for total momentum we obtain readily for the total body force

- - J (2.12)

surface

in accordance with (2.11).
It should be emphasized that in order to obtain Minkowski’s tensor in 

the first procedure above, we had to take into account the existence of extra 
body torques with the density D x E. In the second procedure, however, 
the equivalence between Minkowski’s and Abraham’s tensors was demon- 
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strated simply by adding the vanishing term (2.8) in the energy balance. 
The additional assumption concerning the torque D x E will thus lead to an 
equivalent description with respect to observable effects for the whole 
dielectric body, only the distribution of torques and forces within the body 
will in general be different.

Il is clear that the above reasoning will not be changed if we assume that 
an isotropic, dielectric liquid tills the space between the body and the con­
ductors, since Minkowski’s and Abraham’s tensors are equal in such a 
liquid.

The arguments hitherto have dealt with the dielectric system considered 
as a whole. If several insulators arc present between the conductors, then 
the torque acting on an individual insulator is still independent of which 
tensor we use. That follows immediately from the fad that we obtain ex­
pressions like the last term in eq. (2.11) for each insulator in question.

An example
For the sake of illustration, let us consider again the same physical 

situation as in I, section 3: A dielectric sphere is located in a homogeneous 
electrostatic field such that the principal axes of the sphere coincide with the 
coordinate axes. The external field is given as E° = (E°, E%, E^). With the use 
of Minkowski’s tensor, we obtained in I for the single nonvanishing com­
ponent of the torque

< - J (S"-S")dV - I (O X E)sdV-(p X £»)3, (2.13)

body body

where/) = 3V[(q - \)Ep(ex + 2), (e2 - l)F§/(£2 + 2),0],V being the volume 
of the sphere. According to (2.13), it is natural to interpret the effect as a vo­
lume effect.

Let us now insert Abraham’s tensor into the torque formula (2.11) so as 
to obtain f f

- J (r X f>)3dV + J [r X (SJ„ - SDlsdS

body surface > 14)
J (rxS'^)3dS-(pxE«)3.

surface

The expressions (2.14) and (2.13) are equal, as they should be. But for 
Abraham’s tensor the volume effect vanishes, as is apparent also from the 
fact that f 4 = 0 in the homogeneous field in the body. In this case it is natural 
to interpret the effect as arising from the volume forces in the boundary layer.
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Other tensor forms
Let us now examine the various other tensor proposals mentioned in 

section 1. The radiation tensor due to Marx et al is delined for radiation 
fields within isotropic media only, and shall not be considered here. But 
there remains the Einstein-Laub tensor (1.8a) and the de Groot-Suttorp 
tensor (1.9a), which actually are seen to be equal in the electrostatic case. 
The force density is

fE = QE+(P-V)E, (2.15)

which is different from both (2.4) and (2.2). This force is also called the 
Kelvin force. The difference is expected to be connected with the fact that 
the force densities (2.2) and (2.4) were obtained from a variational principle 
based on the free energy in the form (2.1), which includes the interaction 
energy between field and matter. And this energy is not directly compatible 
with the energy 2Jp2dV following from (1.9b).

As regards the possibility for an experimental check of the force (2.15) 
we have first to point out that, as far as the dielectric body is surrounded by 
a vacuum, the total body force and torque obtained from SEk must both be 
equal to those obtained from the two tensors considered earlier. That this is 
so follows immediately from (2.11) and (2.12); the effects can be calculated 
directly from the vacuum tensor. We therefore next have to consider the 
situation where the body is surrounded by an isotropic liquid. There exist 
certainly electrostatic effects for which the influence of a dielectric liquid is 
essential; we may think of the rising of a liquid between two charged con­
denser plates partly dipped into the liquid*10), or the force acting on a 
grounded metal sphere immersed in a liquid and surrounded by an in­
homogeneous field.

However, none of these experiments represent critical tests for the validity 
of either Minkowski’s or Einstein’s force. This can be seen in a simple way 
by first noting that the force difference is a gradient term:

f* - ^(EP) + eE+lDtDt^a - fV(£-P)+/M (2.16)

Compared to Minkowski’s tensor, Einstein’s tensor thus gives rise to an 
extra isotropic pressure

pE - pM = lE-P. (2.17)

In accordance with (2.11) and (2.12) the total force and the total torque on 
the solid body are determined by the values of Sn in the liquid just outside 
the body. We have 
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5?f = (2.18)

but the effect from the last term in (2.18) (acting outwards) is just balanced 
by the extra pressure (2.17) which the liquid exerts on the solid. Hence 
Minkowski’s and Einstein’s tensors give the same values for the body force 
and torque. This compensation effect is the direct reason why a measurement 
of the total force on a metal sphere in the liquid represents no critical test: 
With Einstein’s tensor there are additional forces in the boundary layer of 
the sphere which just counterbalance the additional forces in the liquid 
tending to press the liquid into regions of higher field.*) If we suppose that 
the system producing the inhomogeneous electric field (for instance a small, 
charged metal sphere) is maintained at constant charge when it is surrounded 
by the dielectric liquid, we find that the total force FM = FE on the test sphere 
will drop in the ratio 1/e in comparison with the total force in the absence 
of the liquid, FM = (l/r)Fvac.

In the remaining example mentioned above, where two parallel con­
denser plates are partly immersed in a dielectric liquid, the main reason for 
the equivalence is simply the compensating forces in the liquid itself: The 
total electromagnetic force in the liquid between the condenser plates which 
balances the gravity force at equilibrium is found by integrating the force 
density over a volume which starts in a domain of the liquid where the 
field vanishes and ends just above the surface where e = 1. Thus the effect 
from the gradient term in (2.16) vanishes, and a measurement of the height 
of the liquid between the condenser plates cannot serve as a means to deter­
mine the validity of either fE or fM. This point has been emphasized also by
S. S. Hakim(11>.

[As stated above, Minkowski’s and Einstein’s tensors must be equivalent 
also with respect to the torque on the body. Actually, this latter kind of 
equivalence can be seen already by inspection of the expressions (2.5) and 
(1.8a). For the difference between the tensors is contained entirely in the 
terms multiplying ôik, and the torque effect from such a term is found 
simply by integrating -±E-D(r x n) and - ^E2(r x «), respectively, where 
the field variables refer to the fluid, over the body surface. If the body is a 
sphere, it follows immediately that this torque effect vanishes. Further, the 
same result also applies if the body does not have a spherical form: In this 
case we may lay a fictitious spherical surface in the fluid outside the body 
so that r x n = 0 on the surface, and from the stability of the fluid it follows 
that the torque exerted on the fictitious surface from the outside must be

We are as usual assuming a rapid but continuous variation of e across the boundary layers. 
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equal to the torque acting on the real body surface. In all cases the body 
torque is determined entirely by the first terms in (1.8a) or (2.5).]

While Minkowski’s and Einstein’s tensors thus lead to the same ex­
pressions for forces and torques, we shall now see that there actually exists 
another effect which is measurable and which represents a critical test of the 
two tensors, namely the pressure increase in a dielectric non-polar liquid 
because of the field. Let us then first point out which electromagnetic forces 
may produce this excess fluid pressure. Minkowski’s force density is, in 
accordance with (2.4),

fM = (2.19)

and so the only pressure-producing term within the fluid, where q = 0, is 
the term - ^E2^ e. This term is of importance in the boundary region between 
two media. We shall, however, in the following confine ourselves to situ­
ations where this term is of no importance, as for instance the situation 
where a charged condenser is completely immersed in the liquid.*) The 
condenser is moreover imagined placed horizontally, so that the gravity 
effect can be ignored.

The next kind of force which may yield an increased pressure effect is 
the electrostriction force. We have hitherto ignored the electrostriction in our 
work, it has usually no influence upon measurable quantities, but at this 
point it is indispensable. We then start again from the free energy (2.1) and 
carry through the variational procedure similarly as in sect. 3 of I, but now 
with the inclusion of terms showing the dependence of e on the mass density 
om. For definiteness we shall continue to call the expression (2.19) Min­
kowski’s force, while the complete force expression shall be denoted as 
Helmholtz’ force

JH = ßE- j ). (2.20)

For the simple non-polar liquids here studied we may eliminate the mass 
density be means of the Clausius-Mossotti relation (e - l)/(e + 2) = const. 
om, and so (2.20) yields the following expression for the excess pressure, 
produced by the field:

s pH - p° = %(e - l)(e + T)E2, (2.21)

* However, even in such a case Ve will not be exactly equal to zero; e will increase some­
what in the domain between the condenser plates if the fluid pressure here increases due to 
some other kind of force. With the simple non-polar liquids and moderate pressure changes 
that we shall be considering (Ap of the order of one atmosphere), the influence from Vt’ on the 
force is, however, negligible. See refs. 11, 12 or International Critical Tables.
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where p° is the fluid pressure when the field is turned off, thus corresponding 
to a slightly diminished mass density.

Finally we turn our attention to the Einstein force (2.16). Since Min­
kowski’s force yields no pressure effect in the physical situations we consider, 
it follows immediately from (2.17) that

= pE - p° = I (e - 1)E2. (2.22)

It is clear from eqs. (2.21) and (2.22) that an experimental detection of 
the excess pressure represents a critical test of Helmholtz’ and Einstein’s 
force expressions. Now this kind of experiment has actually been per­
formed by S. S. Hakim and J. B. Higham*12>. They used an ingenious method 
based on the fact that the excess pressure which the field produces gives rise 
to a slight compression of the liquid and so increases its refractive index. 
'I’his increase was determined experimentally by means of a Toepler- 
Schlieren optical technique, i.e. by a measurement of the angular de­
flection of light rays passing through the liquid. The experimental results 
were found to be in agreement with the formula (2.21) within limits of 
accuracy of ± 5°/o, while they disagreed completely with the formula (2.22).

The Hakim-Higiiam experiment thus yields the important result that the 
fluid pressure p in the presence of the field can be identified with the Helm­
holtz pressure pH. Hence we can draw the conclusion that the validity of 
the Helmholtz variational method used above, based on the free energy 
(2.1), is confirmed experimentally. It has sometimes been argued that one 
has the freedom to define the force density f and the pressure p arbitrarily, 
also in the electrostatic case, apart from the single restrictive condition that 
the relation f = \/p must be satisfied. We think however that the experiment 
clearly demonstrates that there is no room for this kind of arbitrariness in 
the electrostatic case within a dielectric liquid: By an integration of the force 
density over a volume element one must obtain the total electromagnetic force 
on that element which is compensated by the external pressure force acting 
on the surface. Since the excess pressure predicted by Helmholtz’ force 
expression has been verified experimentally, one should not introduce 
different definitions for pressure and force that would destroy this cor­
respondence.

We also refer to another, theoretical, work*11) by Hakim in which the 
Helmholtz force is derived under essentially the same assumptions as 
those inherent in the usual derivation of the Clausius-Mossotti equation. 
Further, Hakim was able to show that the Einstein force runs into conflict 
with the Clausius-Mossotti equation.
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Since the electrostatic contribution to the force consists in a gradient term 
it follows immediately, as indicated above, that the electrostriction will 
yield no observable effect upon the electromagnetic force or torque acting on 
a test body. The gradient form implies that there is always a balance between 
two equally large and oppositely directed forces at the body surface. For 
this reason Helmholtz’ force can usually be replaced by Minkowski’s 
force, as we have done in our work.

It is instructive to give the expression for the total stress tensor Tik 
corresponding to both the liquid and the field :

Til = PH6ik~ Ed>t + ~emdeldçm') (2.23a)

- p°ôtt-EtD^ + iå^E D, (2.23b)

dtT,„ - 0. (2.23c)

These equations obviously do not apply to the domains in space wherein 
external bodies have been placed. Note that the validity of eq. (2.23b) is 
dependent on the fact that we have confined ourselves to systems for which 
the excess pressure is due entirely to the electrostrictive force. If on the other 
hand we had considered a situation in which also the term -^E2^e in the 
force had a pressure-producing effect (as for instance the situation where the 
vertical condenser plates are partly immersed in the liquid), the fluid pres­
sure pH appearing in (2.23a) would no longer have been determined by the 
simple equation (2.21).

Now we have considered the pressure as a function of the zero-field 
pressure p° and the squared electric field E2. ft is however possible to regard 
the pressure as a function of the mass density om only, where the latter 
quantity includes also the contribution from the compressional potential 
energy set up by the electromagnetic forces. We can write the total free 
energy density Ftot as the sum of a mechanical part Fmech and an electro­
magnetic part F = D .

Ftot = Fmech(Qm)+±E-D, (2.24)

where om = + /igm, g°m denoting the zero-field value and Aom denoting
the increase on account of the field. The pressure is then derived according 
to the familiar formula

ö(^Fmecb)
(2.25)

Mat.Fys.Medd.Dan.Vid.Selsk. 37, no. 13. 2
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Thus, although the amount of compressional potential energy transferred 
to the material from the electrostrictive forces is very small, it is nevertheless 
important to include also the electrostrictive contribution to Qm when deriving 
the pressure according to (2.25). Otherwise, if the expression (2.25) is 
calculated simply when the field is switched off, one will obtain the pressure 
p°. Obviously it is not the electric field per se which is of main importance; 
we may well assume that the field is absent in calculating (2.25), but then 
we have to imagine the presence of some other kind of external force which 
produces the same value of the density at each point.

We now turn to a comparison of the above results with those obtained 
by de Groot et al. As mentioned already in section 1, de Groot and Sut- 
torp(6) have introduced also a second form of the electromagnetic energy­
momentum tensor, which is assumed to describe the whole interaction 
between matter and field. This tensor form is in agreement with Abraham’s 
expression when the latter is supplemented with the appropriate electro­
strictive and magnetostrictive terms, and when the terms involving the der­
ivatives of the material constants with respect to the temperature are omitted 
(these temperature-dependent terms being negligible in the case of non-polar 
media). We then first note the interesting result that the second tensor 
introduced by de Groot and Suttorp is in accordance with the Helm­
holtz force in the electrostatic case, and thus is in agreement with our 
interpretation above. Now, since this tensor is assumed to describe the whole 
interaction between field and matter, it is constructed as the difference 
between the total (field plus matter) tensor in the presence of the field, and 
the total tensor in the absence of the field but at the same value of the density 
(and the temperature). This last statement is presumably to be understood 
so that the total mass density Qm (including the contribution from the com­
pressional potential energy) is required to be kept constant, independent of 
the field, the authors thus implicitly presupposing the existence of some extra 
kind of force to maintain the compressional energy when the field is swit­
ched off. By looking at the theory in this way we find that their mechanical 
stress tensor can be written as pHôik, the force balance thus reading/77 = VpH, 
in accordance with our result earlier obtained.

However, in spite of this formal agreement between the results it turns 
out that the two procedures are essentially different. (Apart from the already 
cited papers by de Groot and Suttorp, see also similar treatments by 
Mazur and de Groot*13' i?>.) Let us here therefore sketch some important 
parts of the mathematical formalism. The authors employ the following, 
rather unusual, balance equation for free energy per unit mass
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= -pd^ + E-d^P).

19

(2.26)

Here we have omitted a temperature-dependent term. We shall not penetrate 
into the background of this equation, but mention that it is connected with 
the adoption of IE2 as the electrostatic energy density. Eq. (2.26) is inte­
grated at constant om to give

Ft0t = Fmech^+ I£.p (2-27)

where Fmech is the free energy density in the absence of the field, but at the 
same mass density. The authors then invoke eqs. (2.26) and (2.27) to 
calculate the pressure

P = (2.28)

This pressure p is now identified with the Einstein pressure pE and the 
expression (2.28) is inserted into the force balance fE = VpE■ The force fE 
can be expressed in terms of the field quantities by means of eqs. (2.16) and 
(2.19), and by comparing with the expression (2.20) for the Helmholtz 
force one sees that

f- - f« + ^{E P-E2emdL\. (2.29)
\ dQm/

Thus, by using eqs. (2.29) and (2.28) the authors obtain that the force 
balance fE = V//; can alternatively be written fH = \7pH, as previously 
mentioned. Correspondingly, the identification of the pressure p in eq. 
(2.28) with the Einstein pressure pE is in accordance with eq. (2.29).

At this stage it should be clear what in reality distinguishes the method 
employed by de Groot et al from the method we have employed earlier in 
this section. First, the expression (2.27) for the free energy density differs 
essentially from the expression (2.24) and hence does not correspond to 
the free energy density i-E D for the field. The latter density was used in the 
variational principle based on eq. (2.1), and it must be equal to the work 
exerted per unit volume in building up the field. Secondly, a relation of the 
form (2.28) is incompatible with our earlier interpretation according to 
which the pressure is a function of the total mass density alone, the field 
playing only a secondary role in establishing the compressional force. 
Instead of calculating the pressure as a partial derivative of the type (2.28) 
whose physical meaning does not appear quite clear to us, we have instead 

2* 
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employed the usual method according to which the pressure gradient and 
the electromagnetic force emerge from a variational principle wherein 
respectively the mechanical free energy density Fmech and the field free 
energy density F = \E D are varied. Thus, after variation of the mechanical 
part, the fluid pressure can be written simply as a partial derivative in the 
form (2.25), but this quantity is not explicitly dependent on the field. If we 
instead had inserted the total free energy density Ftot into the variational 
integral we would have obtained the resulting force density equal to zero, in 
accordance with the fact that the system consisting of matter plus field is a 
closed system.

The results obtained in this section can be summarized as follows : The 
variational method based on the energy (2.1) can lead both to Minkowski’s 
and Abraham’s tensors, and as far as the dielectric body is surrounded by 
an isotropic medium (vacuum or liquid), no experiments testing forces or 
torques can decide between them. These tensors correspond only to different 
distributions of forces and torques throughout the body. Within an isotropic 
medium the tensors become equal, and the increased pressure effect predicted 
in a dielectric liquid (including the electrostriction effect) has been verified 
experimentally.

The other proposal considered, but forward among others by Einstein 
and Laub (as well as de Groot and Suttorp in their first proposal), is 
different from the above two expressions even in the isotropic case. The 
extra pressure effect predicted by this tensor does not agree with experiment.

As usual, we have in this section confined ourselves to the macroscopic 
approach. It seems to be a rather common feature, however, that the micro­
scopic treatments that have been given in this field favour the force expression 
which we have called Einstein’s force. Apart form the already cited papers 
by Mazur and de Groot(13), de Groot and Suttorp<6\ we may refer also 
to a paper by Kaufman*14), in which similar conclusions have been drawn. 
We shall not, however, go into further considerations at this point.

3. Consideration of an Electromagnetic Wave in an Isotropic 
Body at Rest

We now turn our attention to simple time-varying fields within a dielectric 
medium at rest. In the first part of the section we rely upon the semi-micro­
scopical arguments from I, section 6 to point out the connection between 
Minkowski’s and Abraham’s tensors for a plane wave travelling within an 
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isotropie and homogeneous body; thereafter the considerations are illustrated 
by an example where also boundaries are involved. Finally, we examine 
alternative tensor proposals.

W e recall the essential parts of the procedure for constructing the energy­
momentum tensor in I : The energy density was taken to be the sum of the 
electrostatic and magnetostatic energy densities; correspondingly, the stress 
tensor was constructed as the sum of the electrostatic and magnetostatic 
stress tensors derived by the usual energy variational method. From the 
energy density in the form IV = \(ED + HB) and from the fact that the 
four-component of force, vanishes within the dielectric, we deduced the 
expression S = c(Ex H) for the energy flux. Assuming the relation S’ = c2g, 
expressing Planck’s principle of inertia of energy, to be valid also for the 
electromagnetic field, we further found the momentum density ^ = (l/c) 
(E x H).

In accordance with (1.3) it is apparent that these components form 
Abraham’s tensor. If the remaining part of the total system (the mechanical 
part) is described by an energy-momentum tensor U^v, the present division 
of the total system into electromagnetic and mechanical parts may be ex­
pressed by the equation

(3.1) 

The covariant form of S^v is given in (1.5). Abraham’s tensor has been 
advocated by many authors, and we also agree that it represents a fully 
adequate description of phenomenological electrodynamics. It must be 
borne in mind that we are neglecting electrostriction and magnetostriction 
effects; these effects would lead to additional terms in the tensor components. 
Actually we find, in the time-dependent case as well as in the static case, 
that if Abraham’s tensor is augmented by the electrostrictive and magneto­
strictive terms the resulting expression is just equal to the second tensor 
expression given by de Groot and Suttorp (apart from terms involving 
the derivatives of the material constants with respect to temperature).

It must be borne in mind however, that the present problem is to some 
extent a matter of convenience, and the question arises whether there are 
alternative tensors which can equally well be justified on the basis of (3.1). 
Our next task is thus to examine the effect induced in the mechanical tensor 

on account of the force ffi. According to (1.4) this force has only one 
nonvanishing component, namely a fluctuating component in the direction of 
propagation of the plane wave. We take this direction as the x-direction; if 
the velocity of the constituent dipoles in the x-direction is denoted by tq,
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(3.2)
c

(3.3)

(3.4)

and if rTflv is the energy-momentum tensor of the total system the mechanical 
part is described by

^.mech

we found in I that the contributions to the components Uik and f44 because 
of this velocity component are at most of the order (iijc)2, which are negligible 
quantities. On the other hand, the components Ul4 = U41 = icg™ech = icQmii1 
are of the first order in ujc and may thus be appreciable. By invoking 
the Jones-Richards experiment*15* we actually determined the induced me­
chanical momentum density as

n2 - 1
(E x H)

d SM = 0 > V [IV u ’

divergence-free tensor T^v is

in the case of an optical wave. This mechanical momentum runs always 
together with the field. Simply by including (3.2) in the field momentum 
density we obtained Minkowski’s value gM = (l/c)(Z) x B). This is the total 
electromagnetic and mechanical momentum density associated with a pro­
pagating optical wave. Further, this interpretation means that the matter is 
set into a small motion with the velocity u1 when the field passes through it; 
the flux of mechanical energy 5™ech = - icU41 = - icU14 being present be­
cause of this motion must naturally be included in the mechanical tensor. 
Note that /4 = 0 (fi u4 being negligible), so that dv U4v = 0.

If we suppose that the optical wave travels within an infinite medium, 
so that there are no forces in the boundary layers to cause stresses in the 
material, the components of the stress tensor are equal Io their values at 
zero field. In more general cases, the components Uik have to describe the 
elastic stresses which are set up because of the electromagnetic forces at the 
boundaries.

Further considerations on these topics are contained in I, section 6, but 
we shall here write down the tensor scheme which pertains to Minkowski’s 
tensor: The field is described by

T = ‘ [IV /IV

where F44 = — gmc2. The symmetrical and
thus divided into two asymmetrical but divergence-free tensors describing 
the electromagnetic and mechanical parts of the system. We emphasize 
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again that the reason why this kind of division is convenient lies entirely in 
experience. Further, although the division of course does not affect the 
angular momentum conservation law for the total system, the asymmetry of 
the partial tensors gives rise to unfamiliar aspects for the angular momenta 
of the two subsystems.

It is instructive to consider the system not only in the frame K°—the 
original rest frame—but also in the frame K' in which the mean velocity of 
the matter is zero. In this frame all tensor components retain their old values 
from K°, except for the components U4k = Uk4 whose average values are 
zero. Apart from fluctuating terms the above two kinds of splitting then 
become equivalent: The field is described by the same Abraham tensor as 
in the frame K°, and the remaining matter system is described by the tensor 
U' which, in the case of an infinite medium, can be taken to be equal to the 
energy—momentum tensor at zero field. If the medium is finite, the compo­
nents Uik must describe also any mechanical stresses that may arise. With 
the omission of electrostrictive and magnetostrictive terms we thus obtain in 
the frame K' a division of the total energy-momentum tensor into an electro­
magnetic and a mechanical part in a way which is in agreement with the 
division that has been proposed by several other authors(6> 16> 17> in the rest 
frame. The new element of our analysis is essentially that this kind of division 
is interpreted not to run into conflict with Minkowski’s tensor, due to the 
fact that the experiments lead us to distinguish between the original rest 
frame K° and the frame K' in which the mean velocity vanishes.

Further, there is still another aspect which should be emphasized in 
connection with the comparison between Minkowski’s and Abraham’s tensors: 
Abraham’s force density is the real force acting on a unit volume, i.e. the 
force on the matter itself as well as on any charges and currents present 
within the volume. This force is compensated by the mechanical stresses 
plus the inertial force, in accordance with the relation

ft = ^^u + (^0^mech (3.5)

Minkowski’s force, on the other hand, amounts to counting the inertial force 
together with the proper force:

= // - (d/dt)g™<* = dkUik, (3-6)

and it has thus a less direct physical meaning than Abraham’s force. Min­
kowski’s force does not contain any term which corresponds to the magnetic 
force on the polarization currents, this term is hidden in the field momentum.
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The non-appearance of such a magnetic force term has represented an 
obstacle for the acceptance of Minkowski’s tensor, as reflected for instance 
in Einstein and Laub’s articled5)

Example involving the boundary between two media
By the above analysis we have come to the important conclusion that 

the propagation of an electromagnetic wave through matter is conveniently 
described by Minkowski’s tensor in such a way that the rest of the system 
(the mechanical part) may usually be ignored. In this subsection, however, 
we shall examine the total momentum and motion of centre of mass for a 
total system when boundaries are involved; in this case all kinds of momen­
tum and energy Hows have to be taken into account.

Imagine a plane wave with E = Eoeysin(kox-a)t) that falls in from 
vacuum towards an isotropic and homogeneous insulator at zero angle of 
incidence. We take the boundary as the plane x = 0, and put for simplicity 
e = p = n so that the reflected wave vanishes. We may consider a certain 
part of the plane wave, say of length l0 and cross section unity, and examine 
the consequences of the application of different forms of the momentum 
expressions. (The length Io is then required to be much smaller than the 
width L of the body over which the field travels.) But it is more convenient 
simply to consider the field as a wave parcel with length l0 and cross section 
unity, where l0 « L, so let us look at the system in this way.

The total field energies in vacuum and in the body are equal, = 10Eq/2 

= nlE2/2 = where / and refer to the body. By taking the divergence 
of Abraham’s tensor we obtain

. 9 9 n2 - 1 d
/■4 = -|E2V£ ~\H~^p +----------- (£xH) (3.7)

c dt

(cf.(1.4)), valid also over the boundary if one assumes a continuous variation 
of e and p. We shall first use this force in a computation of the various 
momenta. As E = H everywhere, the surface force during the penetration 
period is (1 — n)E2, and so the total momentum component in the x-direction 
transferred to the body on account of this force is

l«/e

^surf = _ çn2 _ =---- — (3.8)

o

where we have integrated over the penetration period.
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According to our earlier results, the effect of the last term in (3.7) is to 
excite a mechanical momentum in the body:

Gmech = «----- 1 f EHdx = (3>9)
c J nc

o

Finally, the electromagnetic part is

z
Gel.m. = _ f EHdx = (3 10)

c J nc
o

Collecting these terms the balance of total momentum can be checked :

^surf ^mech ^el.m. (3.11)

where Gvac is the magnitude of the momentum of the incoming field. This 
simple analysis exhibits the behaviour of the various momentum parts.

If we instead had started from Minkowski’s tensor, the last term in (3.7) 
would have been absent. In this case the momentum component (7surr supplied 
by the forces in the boundary layer, plus the field momentum GM = ^ei.m. + 
Gmech = nd^lc, would have added up to give the total momentum J^/c.

Let us also examine the centre of mass velocity for the total system. 
Denoting the coordinates of the centre of mass by X = (X, 0, 0), we have

d
dt

(3.12)

since the contribution to (3.12) from v = 1,2,3 vanishes when the boundary 
surface of the integration volume is chosen sufficiently far away. Hence 

c2Gvac
(3.13)

corresponding to the fact that the parcel travels with the velocity c before it 
strikes the body. It should be noted that in (3.13) Stot includes also the 
mechanical energy flux Smech due to the small motion of matter induced by 
the field.

Since the hody has a finite extension L in the x-direction then, during 
the period when the wave parcel leaves the hody, the effect on the body is 
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equal and opposite to that during the entrance period. Further, the motion 
of matter described by Smech is considered to be absent when the wave has 
left, so the body will stay at rest. Since the length of the parcel is small, it 
can be considered to have remained a time r = Ln/c in the body. Let 3/ and 
£ denote the total mass and displacement of the body in the x-direction; we 
then find from (3.8), (3.9) and the relation = GSUTÎ + Gmech that £ = 
(J^/Jfc2)(n - 1)L.

The gedanken experiment above is one of those considered by N. L. 
Balazs*18). We cannot agree to his conclusion, however, when he claims 
the correctness of SAV in contrast with by an analysis of the total momen­
tum and centre of mass. Let us apply his procedure to the above case: The 
equation of momentum balance is given in the form

Gvac = G'+ M£/t, (3.14)

where G' is the magnitude of the field momentum in the body which is to 
be determined. Further, the law of conservation of the centre of mass velocity 
is written as

J^cr = Jff’crln + Mc2£. (3.15)

From these equations he obtains G' = which agrees with Abraham’s

expression only.
But by comparison with our previous treatment it is apparent that the 

balance equation (3.14) is incomplete. Eq. (3.15) is valid for both tensors, 
and leads to the expression for £ found above. But (3.14) implies that the 
magnitude of the mechanical momentum be given by 4/£/r, which ,in 
accordance with (3.15), (3.8) and (3.9), is equal to £surf + ^mech rrfois js 
an assumption which is compatible with Abraham’s expression only; we see 
from (3.14) that G' = Gvac - Gsurf - Gmech = Gelm', when the balance equation 
(3.11) is taken into account.

Finally we should mention that in an examination of an example similar 
to the one above, E. G. Cullwick*19) has claimed that Abraham’s momentum 
density is satisfactory while Minkowski’s momentum density leads to 
inconsistencies with respect to the momentum balance. His argument is 
essentially tantamount to saying that, in the situation above, the relations 
f/vac = gA, çvac =£ gM, determine the validity of the Abraham expression. 
It is however evident that in order to check the momentum balance over the 
boundary one should integrate the equation dkSik + dgjdt = - f\ in question 
over a volume which includes a part of the boundary, and thus one must 
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consider instead the momentum flow described by the components Sik. 
Moreover, the surface force must also be taken into account. The paper has 
been criticised also by P. Penfield*20- 21).

Other tensor forms
It is convenient to collect the remarks on the alternative tensor forms in 

this final subsection. First we recall that the de Groot-Suttorp tensor (1.9) 
must describe essentially another part of the total system than the part which 
we have made to correspond to the electromagnetic energy—momentum 
tensor. This follows from a comparison between the energy density (1.9b) 
and the energy density W = ^(ED + H B) on which we have based our 
derivations (cf. also the Hakim-Higham experiment mentioned in section 2). 
Next, the Einstein-Laub tensor (1.8) is in conformity with the expressions 
(1.9) when /z = 1. The most interesting alternative in relation to the topics 
considered in the present section is the radiation tensor (1.6) introduced by 
Marx and his collaborators; we recall that this tensor was defined for 
radiation fields only. The essential point in the construction of the radiation 
tensor can be visualized by an inspection of the equation (3.1): One assumes 
that the effect of the force fA is not to create a mechanical momentum, de­
scribed by the components Cri4, but rather to form stresses, described by 
the components Uik. Eq. (3.1) can then be written as dk(Sfk + Uik) + dgf/dt = 0, 
leading to Uik = (n~2 - 1)S^., in accordance with (1.6). However, the 
main reason why we have not constructed the theory in this way is simply 
the result of the Jones-Richards experiment, to which we have already 
referred repeatedly. As we pointed out in the rather detailed consideration 
in I, section 6, it was essential for the validity of the derived formulas that 
the electromagnetic energy—momentum tensor in question be a divergence— 
free quantity in the interior of the body. Since the radiation tensor just has 
this property, and since the relation between the momentum How components 
is = = (l/n2)S^, it follows that the radiation pressure predicted by the 
radiation tensor is equal to 1/n2 times the Minkowski radiation pressure. 
By a comparison with the observed data we are thus in a position to draw 
the decisive conclusion that the characteristic assumption inherent in the 
derivation of the radiation tensor should be rejected. Note that the electro­
striction effect will have no influence on this result.

Although it should therefore not be of importance to go into a detailed 
examination of the use of the radiation tensor in the example considered in 
the above subsection, let us yet note the following points. The force density 
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can no longer be written as (3.7), since this expression will violate the law of 
conservation of momentum. This is so because the last term in (3.7) is no 
longer associated with a mechanical momentum, and hence the total mo­
mentum after the wave has entered the body is Gsurf + GeLm- Gvac. In 
order to fulfil the momentum conservation law the force density must be 
defined as /^ = — dvSfv, where the stress components are not the sum of the 
electrostratic and magnetostatic stress components. If we define Sfv = 
(1/n2(æ))*S^ also in the spatially dispersive region in the boundary layer, 
we find that the momentum induced by the surface forces is (G'Ä)surf = 
(1 - l/n^/c. The interesting aspect here is that the quantity (G5)surf has 
the opposite sign of the quantity GSurf calculated earlier in eq. (3.8); while 
the surface force following from the radiation tensor acts inwards to the 
body the surface force following from Abraham’s and Minkowski’s tensors 
acts outwards from the body surface. We are not, however, aware of a direct 
experimental test of this effect (cf. the last part of the next section).

4. Discussion of some Possibilities for Experiments

In this section we examine experimental situations in which time— 
dependent fields exert torques on dielectric bodies at rest. As usual we first 
focus our attention on the relative behaviour of Minkowski’s and Abra­
ham’s tensors. In the first class of experiments considered—the interaction 
between a stationary radiation field and a dielectric body—the result is that 
the two tensors lead to the same answers. Thereafter, an example is given 
of a second type of experiments in which the difference can be measured. 
Finally, we propose a critical experiment testing the radiation tensor and the 
Einstein tensor.

Proof of equivalence
As an example of an experiment which traces the angular momentum 

interaction between an electromagnetic wave and a dielectric body, the old 
G. Barlow experiment*22) should first be mentioned. He made a careful 
measurement of the torque produced by a beam of light in oblique refraction 
through a glass plate, and obtained good agreement with the theory. We 
refer also to the famous R. A. Beth experiment*23), in which the existence of 
angular momentum in a light wave was detected by letting the wave pass 
through an anisotropic crystal. The latter experiment has more recently been 
repeated by N. Carrara*24) with the use of centimetre waves. These ex- 
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periments consisted in letting a stationary wave interact with the body and 
then measuring the deflection when equilibrium was established between 
the electromagnetic torque and the mechanical torque exerted by a torsional 
suspension. However, we need not go into detailed considerations of these 
situations in order to test the relative behaviour of Minkowski’s and Abba- 
ham’s tensors, since we will find the torque N A = N™, just as we did in the 
static case. Instead we present a simple argument which shows in general 
that in a wave-dielectric body situation the two energy-momentum tensors 
yield the same value for the torque.

Consider then a stationary high-frequency wave interacting with a 
dielectric body (in general anisotropic). The body is assumed so heavy that 
no macroscopic motion needs to be taken into account. If the angular 
momentum of the internal field in the body is denoted by M1, the torque N 
can be written as

2V = - dM™c/dt - dM^/dt. (4.1)

It can readily be seen that each of the two terms on the right hand side of 
this equation is the same for Abraham’s or Minkowski’s tensor. In both 
cases the energy flux is given as c(E x H), therefore the direction and 
velocity of the travelling field energy is the same, and it follows that the 
first term on the right of (4.1) is also the same. Further, since we assume 
that the field is stationary, we can simply put dMl/dt = 0. Hence NA = 
Nm = — dMva,cldt: The two energy—momentum tensors are equivalent with 
respect to torque effects since these effects are determined in terms of the 
vacuum field.

(Alternatively, we may consider a wave packet in interaction with the 
body during the time period t = 0 to t = T, during which the field is assumed 
to be stationary. Then we can require on physical grounds that N be inde­
pendent of T at any time t, also in the small transient period when the field 
leaves the body. We now assume only that dMl/dt must be equal to some 
constant during the stationary interaction period, since each component is 
proportional to the averaged energy density of the incoming wave. When 
t > T, one has Ml = 0, but then dM1/dt can be made arbitrarily large in the 
transient period when the wave leaves the body, by choosing T large. These 
features are incompatible with the condition (4.1), hence dMl/dt = 0 in the 
stationary interaction period.)
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Proposal of an experiment
In the preceding we considered an electromagnetic wave in interaction 

with a dielectric system. Now there exists the possibility of combining 
electric and magnetic fields in a way which, in principle, makes it possible 
to bring out explicitly the effect arising from Abraham’s force. We shall give 
a proposal similar to one put forward by Marx and Györgyi<3>. A cylindric 
dielectric shell of isotropic matter with large e is suspended between the 
surfaces of a cylindric capacitor so that, in the absence of fields, the shell 
can oscillate about its axis (z) with a frequency co0. The internal surface of 
the capasitor is then charged to the amount q per unit length, and a homo­
geneous magnetic field HQe~iMt is impressed parallel to the z-axis. We suppose 
that the wavelength which corresponds to the frequency co is large compared 
with the dimensions of the system, so that within the internal, massive 
cylindric conductor, we may write V * H — oE/c, where a is the conductivity. 
Taking into account that the penetration depth into the conductor is appro­
ximately equal to |/c2/cocr, which is a large quantity when co is small, and 
putting p = 1, we obtain within the internal region of the conductor

H H(}e-iOit, E((> = — (4.2)
* 2c

Within the dielectric shell Er = q/(2ner), while eqs. (4.2) remain valid also in 
this domain. Thus

f4'<P

£—10 £ — 1 C/CO Hq

~^SErHz) =-----------o sin co/,at e Incr
(4.3)

when we take the real part. Hence the torque component is

£ — 1 qH0V
---------- co sin co/

£ 2nc
Keo sin co/, (4.4)

where V is the volume of the body. We have ignored the surface forces since 
these act in the same directions as — Vf and hence have no influence on the 
oscillations. The equation of motion can be written as 

(4.5)

where y is the damping constant and I the moment of inertia about the 
z-axis. The largest oscillations occur when co = co0 and are given by
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K
<p =----- coso0/.
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(4.6)

This effect can in principle be measured. With a direct use of Minkowski’s 
tensor one obtains no force that can account for these oscillations, and 
Minkowski’s tensor is thus inappropriate in the present case. (It must be 
emphasized that the previous derivation of Minkowski’s tensor for time­
dependent fields in isotropic media applies properly only to the case of 
radiation fields.)

As far as we know, the experiment has not been performed.
We emphasize the essential difference between this situation and those 

considered in the above subsection: At a given instant, the force component 
causing the torque does not vanish when integrated over the volume. 

Further, it is now the total time oscillations themselves which are detected 
and not, as in the previous situation, their effect after integration over a time 
which is large in comparison with the oscillation period.

Other tensors
Let us consider again the system of a stationary wave field and a dielectric 

body studied in the first of the subsections above, and first employ the 
radiation tensor S^v. This tensor has been derived for the case of isotropic 
bodies only, so we shall accordingly assume the body to be isotropic. It is 
immediately apparent that if the wave comes in from vacuum, interacts with 
the body and then enters into vacuum again, we can apply just the same 
argument as before to conclude that the radiation tensor yields the same 
value for the torque as Minkowski’s and Abraham’s tensors. But a simple 
calculation shows that the direction and magnitude of the surface force will 
in general be different from what we obtained in the previous cases; it is 
only the total torque itself that remains unchanged. (For instance, if an 
appropriately polarised optical wave falls obliquely inwards to the body at 
Brewster’s angle of incidence such that the reflected wave vanishes, it can 
be verified that the surface force acts in a direction parallel to the surface, 
instead of in a direction outwards along the normal vector, as obtained from 
Minkowski’s or Abraham’s tensor.) It has sometimes been claimed that the 
Barlow experiment*22) mentioned above, involving a measurement of the 
torque exerted by a light wave on a glass plate, should actually provide an 
experimental test of the direction and magnitude of the surface force. But 
we think that this is not so, although Barlow himself interprets the effect in 
a way corresponding to Minkowski’s or Abraham’s tensor. The only thing 
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measured is the total torque, which is explained equivalently by all tensors 
in question.

However, an obvious generalization lies at hand in order to change for 
instance the Barlow experiment into a critical experiment with respect to 
the radiation tensor, namely, to immerse the body into an isotropic dielectric 
liquid. The radiation tensor has a value different from the two other tensors 
mentioned in the liquid, and so a torque measurement can be crucial. In 
order to derive the appropriate torque expression it is convenient to write 
the general formula (cf. (I, 1.7))

in the following compact form:

JV - - J (rxS'“>)rfS-^( J (rxg)dV 

surface body

- - J (r x S"<>)dS.

surface

(4.7)

(4.8a)

(4.8b)

For an optical wave the last integral in (4.8a) vanishes because the field is 
assumed to be stationary and the body remains practically at rest, and the 
surface integrals are taken in the liquid just outside the body. By means of 
(1.6) and (4.8b) we lind the result Ns = (l/n2)lVM = (l/n2)AT4, where n is 
the refractive index of the liquid. The surface integral in (4.8b) can be 
evaluated in the actual experimental situation with one of the tensors in­
serted, and one can thus check the tensors by a comparison with the observed 
torque.

As the next point we consider the Einstein-Laub tensor SEV applied to 
the same situation. (For optical fields we can put /z = 1, and it is then apparent 
from (1.8) and (1.9) that the Einstein-Laub tensor and the de Groot- 
Suttorp tensor are in agreement.) This tensor is defined also for anisotropic 
media. We evaluate this case most simply by noting the following relation 
in the liquid which surrounds the body:

S® - (4.9)

so that (4.8b) yields

Ne = NA + 4 J (r x n)E PdS,
surface

(4.10)
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where the surface integral is taken in the liquid. Einstein’s tensor thus leads 
to still another value for the torque, which might be tested experimentally.

The dielectric shell—experiment considered in the second subsection 
above is not of direct importance for the radiation tensor since this tensor is 
defined for radiation fields only. However, it can readily be seen that both 
the radiation tensor and Einstein’s tensor lead to Abraham’s value (4.4) 
for the torque. To this end we need only examine eq. (4.8a), where now the 
last term is non-vanishing and where is replaced by S™c in vacuum 
outside the shell. Since gs = gE = gA it follows that Ns = NE = NA. 
(Moreover, the value (4.4) can be checked by inserting the field values 
(4.2) and the expression for Er into (4.8 a).) This experiment is therefore 
not a critical test of the relative behaviour of the three tensors mentioned. 
In this case it does not seem either to be an appropriate generalization to 
immerse the system into a dielectric liquid.

5. Some Remarks on the Literature

Together with the exposition of the various topics we have met up till 
now—both in 1 and in the present paper—we have found it desirable to 
include also some remarks pertinent to essential passages in earlier works on 
the subject. The literature is however large, and there remain important parts 
of it that could not naturally be considered or even touched upon in the 
preceding exposition. We have therefore reserved the present section for a 
critical review of some earlier (phenomenological) treatments, especially 
those which seem to be incompatible with the interpretations given above. 
We think that this avenue is natural to follow, since the present problem is 
not only a deductive task but also a matter of clarification of a confused 
situation. Evidently we cannot give a detailed scrutiny of all the relevant 
papers of phenomenological nature, but shall rather be concerned with 
illustrative examples. For a large part we shall be concerned with the analysis 
of criteria. The present section represents the end of our nonrelativistic 
treatment; from the next section on we concentrate upon topics connected 
with relativity.

In the two first subsections we consider two gedanken experiments 
which have been put forward. The idea behind these gedanken experiments 
has been that by comparing with results obtained from physical conservation 
laws, one should be able to decide which energy—momentum tensor is 
correct. In both the cases we shall consider, Minkowski’s tensor has been 
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claimed to be preferable, as a result of a study of the conservation equations 
for momentum. We shall show how these experiments can be equivalently 
described with the use of Abraham’s tensor. In the subsequent subsection 
some aspects of the Cerenkov effect are considered, and finally we mainly 
dwell on arguments favouring other tensors than Minkowski’s and Abra­
ham’s expressions.

Propagation of discontinuities
In two papers A. Rubinowicz<25> investigated the situation where electro­

magnetic discontinuities are propagated through an isotropic body at rest. 
The conservation equations for energy and momentum are integrated over a 
domain 27 in four-space bounded by the hyperplanes <i0, cq and (73; tr0 
corresponds to the three-dimensional volume Vo which at the time t0 is 
enclosed within the two-dimensional surface 0; cq corresponds to the volume 

at t = t±> t0, and a3 is the connecting time-like hypersurface. The surface 
0 is considered moving inwards with the velocity u = c/n in the direction of 
its normal.

Then imagine a two-dimensional surface 0*(t) across which the field is 
discontinuous :

E1 = E, = H ; E2 = E + AE, H2 H + AH (5.1)

Here 1(2) denote the inner (outer) side of 0*. For simplicity, we suppose 
0* also to move together with the field, with the velocity u = c/n in the 
direction of its normal.

Rubinowicz integrates the energy conservation equation over 27 and finds 
that 0* is associated with no source of energy when either of the two energy­
momentum tensors is inserted. We therefore turn our attention to the momen­
tum conservation equation written in the following form (our notation), 
where the lime derivative is taken along the moving volume element: 

1 d
dk(Sik ~ 9i"k) + = - A

dV dt
and integrate over 27:

«1

(J-J>‘dr+P J(S“
Ei Vo «„ 0 + 0*

9^k)nkdS =

(5.2)

(5-3)

The contribution from 0* to the left hand side of (5.3) can be written in 
vector form, according to Rubinowicz, as
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J J[(*SW+5r«)l + (^n

«o 0*

(5.4)

Here, Sn is a vector with components Sni = Siknk, and n is taken to point 
outwards from the integration domains; p is a number, such that pM = n2, 
pA = 1. Hence Rubinowicz concludes that 0* is associated with no source 
of energy or momentum as far as Minkowski’s tensor is employed, in con­
trast to what is the case with Abraham’s tensor, since (5.4) then is non­
vanishing. This feature is claimed to favour the former expression.

Let us, however, examine the case p = 1. We see that the contribution 
(5.4) is not yet complete since the effect arising from g-mech has not been 
incorporated. This effect is connected with the term (n2 — l)/c2dSldt in f. 
Hence, the amount on the left of (5.3) is to be augmented by

From (5.5) we see that the contribution from 0* equals, in vector form,

(5-6)

which, together with (5.1) and (5.4), yields Minkowski’s result. We see again 
that the choice between Minkowski’s and Abraham’s tensors is mainly a 
matter of interpretation.

Induced motion of a ferromagnetic test body
Let us next examine the gedanken experiment recently considered by 

Costa de Beauregard^26). The arrangement is rather similar to the one we 
considered earlier in the second part of section 4: A ferromagnetic shell 
with mean radius r0, thickness b and length a is subjected to forces arising 
from a short current pulse in a rectilinear wire placed along the symmetry 
axis (z) of the shell. Besides, the wire is charged to a constant charge q per 
unit length and hence gives rise to the radial electric field Er = q/(2jir), 

3* 
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when £ is put equal to 1. When the current is flowing, a tangential magnetic 
polarization Af = B - H is present, and when the current has decreased to 
zero, there remains an amount AM ■= AB in the shell which, together with 
E, gives rise to a linear momentum in the z-direction. Costa de Beauregard 
integrates the force component/3 = — gdA3/cdt overtime and over the volume 
of the wire, and obtains

J* f3dVdt = — 1 qcibAM. (5.7)

wire

If we use Minkowski’s tensor to calculate the remaining momentum com­
ponent in the z-direction when the current has left, we lind

AG™ = -A DBdV = - EAAIdV = -qcibAAI. (5.8) 
C C J c

body body

A corresponding calculation with Abraham’s tensor yields

AG$ = -A J EHdV = 0. (5.9)

body

Since (5.7) and (5.8) are obviously in accordance with the balance of total 
momentum, Costa de Beauregard concludes that Minkowski’s expression 
for the momentum density should be preferred.

Let us, however, continue to consider Abraham’s tensor and write the 
force density in the form

fA = + - SA)- (5.10)
dt

Hence, by integration over the total system 

-J
wire

ffdVdt + ^A j DBdV

body

0,
(5.11)

in view of (5.7) and (5.8). Eqs. (5.11) and (5.9) show how the momentum 
balance must be interpreted in terms of Abraham’s tensor: Although the 
electromagnetic field represents a non-closed system, eq. (5.9) shows that 



Nr. 13 37

the electromagnetic momentum is conserved. (In the case of Minkowski’s 
tensor this was not so, cf. eq. (5.8).) This conservation is carried into effect 
by the fact that the action from the force on the wire is equal and opposite 
to the action on the body, in accordance with (5.11). We note in passing that 
only Abraham’s tensor leads to a mechanical force on the test body in the 
z-direction, due to the fact that the surface forces on the body, which are 
common for the two tensors, are directed in the radial direction. There are 
also surface forces at the two end surfaces of the body, but these forces 
compensate each other. With Minkowski’s tensor, the presence of electro­
magnetic momentum is due to a momentum flow into the body.

Following Costa de Beauregard we mention that the recent C. Goil- 
lot<27) experiment might be considered as a possible test of the theory. In 
this experiment a translational motion of a nature similar to the one described 
above was detected. However, although the qualitative features are similar, 
Costa de Beauregard reports that the Goillot effect is far too large to 
correspond to the effect deduced from the electromagnetic energy-momentum 
tensors. The effect of the experiment is presumably a spin effect(28). The 
inapplicability of the above theory should be expected in this case, since 
systems exhibiting remanent magnetization are very different from those 
described by the simple phenomenological theory we are considering.

On the Cerenkov effect
The Cerenkov effect is a convenient means for a study of the various 

energy-momentum tensors. We have touched upon this effect before, in 
connection with relativistic considerations in I, section 10, and we shall take 
it up again in the relativistic considerations later on in this paper, but here 
we examine some of its implications when the medium is at rest. In this 
kind of problem it is most convenient to use Minkowski’s tensor, and let us 
also employ the phenomenological quantum theory (see, for instance, ref. 
29 or ref. 30) according to which the four-momentum of the emitted photon 
is hk^ = h(k,ia)/c). With Minkowski’s tensor the balance equations for 
energy and momentum for the photon plus its radiating electron with mo­
mentum p -> p', are

c|/p2 + m2c2 = ha> + cjp'2 + m2c2 (5.12a)

p = hk ( p , (5.12b)

from which we obtain the well-known expression for the angle 0M between 
p and k.
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Here u is the modulus of the velocity of the incoming electron, u = p/m(u).
From the point of view of Abraham’s tensor the above argument is only 

slightly modified: The momentum of the emitted photon in this case is 
lïk/n2, while the force f A gives rise to a mechanical momentum (n2 - 1) 
■hk/n2 which runs together with the field. These two contributions together 
yield the result hk which was used in (5.12b).

Concerning the literature on this subject we should first of all refer to 
the clear discussion by G. Györgyi(31). He shows the equivalence between 
Minkowski’s and Abraham’s tensors along similar lines as above. On the 
other hand, there has recently appeared a paper by J. Agudin (32) on the 
Cerenkov effect in which Abraham’s tensor, but not Minkowski’s tensor, is 
claimed to be in accordance with Einstein’s mass-energy relation. Let us 
therefore trace out the reason for this result, when we transform the formalism 
to our notation and simplify the argument, which consists in a study of the 
conservation equations for total energy, momentum and centre of mass­
velocity. Imagine that the initial electron moves along the x-axis with the 
velocity u and that it emits a photon with mass m in the direction 0 at the 
lime / = tx. After the emission the electron moves with the velocity ii = 
p/m(u) in the direction y. The energy balance is written as

zn(u) = Km/c2 + m(u'). (5.14a)

With Abraham’s tensor the magnitude of the momentum of the emitted 
photon is îik/n2 = Iïa>l(nc), and the balance equation for the x-component of 
momentum is written as

hco ,
m(u)u = —cos0 + G“ech + m(u )u cosy?, (5.14b)

nc

where Gmeeh is the momentum transferred to the medium.
Finally, Agudin introduces an equation expressing the centre of mass­

theorem. During the time period f = 0 to t = t2, where 0 < < /2, the
centre of mass of the total system is displaced by a distance ni(u)c2u/2/J^tot, 
and the relation given by Agudin is equivalent to writing

m(u)td2

+ Gæech(f2 - 0 + zn(u')[zd1 + (u cosy)(/2 - ^)]. 

(5.15)
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By inserting eqs. (5.14) into (5.15), one finds that the latter relation is 
fulfilled if m' = Ikd/c2, which is Einstein’s mass-energy relation.

Considering Minkowski’s tensor, Agudin uses the same set of equations 
as above with the single difference that lhe first term on the right hand side 
of (5.14b) is multiplied by a factor n2. The new value for m' one now obtains 
shows an involved geometrical dependence which must be regarded as un­
physical. From this he concludes that Abraham’s tensor is the one of the two 
tensors that should be preferred.

Let us now examine the above argument from the point of view of our 
earlier interpretation. Since (ï™ech in (5.15) refers to the small motion of the 
medium induced by the photon, we must have Gpech = ((n2 - l)/nc)ha>cos0. 
This value is in accordance with the value for G™ech appearing in equation 
(5.14b), which is constructed on the basis of Abraham’s tensor. However, 
with Agudin’s construction of the momentum balance in the case of Min­
kowski’s tensor the right hand side of (5.14b) is changed into (nhco/c)cos 0 + 
^mech + 77?(z/){/COS(p. Thus the two values of G™ech become different; in 
(5.15) (™ech remains unchanged while in the momentum balance G^ech = 0. 
This is the reason for the diverging result. It is instructive to recall that the 
centre of mass-velocity for an arbitrary (limited) total system is given by 
c2Gtot/J^tot (cf. eq. (3.13)), which is a constant in view of the conservation 
equations for energy and momentum. Applied to the present case this means 
that the centre of mass-theorem can yield no more information than what 
is contained in eqs. (5.14) We are evidently free to assign a mass in = hco/c2 
to the photon also in the case of Minkowski’s tensor.

Finally we note that the Cerenkov effect provides a convenient op­
portunity to examine also the radiation tensor (1.6). If we in this case con­
struct the energy and momentum balance similar to (5.12) the only difference 
is that the term hk in (5.12b) has to be replaced by hk/n2; lhe radiation 
tensor is divergence-free and there is no force present to give rise to a me­
chanical momentum. Thus we find the following expression determining the 
angle 0s between/) and k in this case:

(5.16)

Since ÅTi « p this equation leads to unphysical values for 6s. It seems 
therefore that there are even formal difficulties for the application of the 
radiation tensor to situations where both particles and fields are present.
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Final remarks
So far we have limited ourselves to a study of previous treatments 

advocating the validity of either Minkowski’s or Abraham’s tensors. In this 
subsection we discuss briefly, without going into detail, some papers in 
which diverging tensor expressions have been given preference.

The tensor (1.8) introduced long ago by Einstein and Laub was en­
countered already in section 2, in connection with electrostatic phenomena. 
We recall the important result that the excess pressure effect in a dielectric 
liquid predicted by this tensor does not lit the Hakim-Higham experiment. 
Let us yet write down the complete force expression in the time-varying 
case :

„ 1 1 . 1
fE = qE+(P-\DE+(M-^H + -(J * H) + -(Px (5.17)

c c c

It should be noted that according to (5.17) the magnetic force density acting 
on a stationary current distribution, for instance in the interior of a wire, is 
equal to (1/c)(jxH), instead of the usual x B) following from
Abraham’s or Minkowski’s tensors. Now, in order to support their force 
expression, Einstein and Laub analyse in their papertwo examples 
involving the presence of stationary currents. The second example considered 
is the following: An infinitely long, rectilinear wire carrying a stationary 
current J is assumed to prossess a magnetization M in a direction per­
pendicular to the wire. When no external field is present, it is clear that the 
electromagnetic force on the wire vanishes. Einstein and Laub verify by a 
direct calculation that their tensor leads actually to a vanishing force Ft 
per unit length in a direction i perpendicular to the wire. We must point out 
however, that this result is not peculiar for the Einstein-Laub tensor and 
thereby does not represent any particular support for this tensor. In fact, 
any of the actual tensor expressions will lead to this result, as an immediate 
consequence of the relations

O ■ I WT - ^S^ntdS, (5.18)

unit.
length

where the value of the last integral goes to zero when the integration surface 
is taken sufficiently far away from the body.

Concerning the remaining terms in (5.17) we mention that the argument 
for introducing the term (1 /c) (P x H) was that there must be no distinction 
in principle between external currents j and polarization currents P (cf. 
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also our remarks in connection with eqs. (3.5) and (3.6)). The magnetic 
terms in (5.17) were introduced by analogy considerations.

Einstein and Laub’s paper was criticized by R. Gans(33). He employed 
the force expression corresponding to Minkowski’s tensor, at least for para- 
and diamagnetic media, and made an explicit calculation of the transversal 
force on a conductor which carries stationary current and is surrounded by 
an external magnetic field. Ferromagnetic media were considered separately. 
In all cases the force was found to vanish when the external field is zero, in 
accordance with our statement above.

One remark is called for, regarding Gans’ claim that the Einstein-Laub 
expression comes into conflict with the energy balance. In his argument he 
uses assumptions that are valid for Minkowski’s tensor only, viz. that the 
energy flux vector is given as 5 = c(E x H) also when the velocity of the 
medium is different from zero. The other tensor expressions will lead to an 
explicit appearance of the velocity in the energy flux expression.

The use of thermodynamic methods in the present problem represents a 
special kind of approach. We have already employed such a method in this 
paper, although in a very simple form, in section 2. In this context we should 
refer to the work by de Sa<34> and to two papers by Kluitenberg and 
de Groot(35). Kluitenberg and de Groot postulate a certain relativistic 
Gibbs relation and assume the material energy-momentum tensor to be 
symmetric; they obtain from these assumptions a symmetrical electro­
magnetic tensor which in the rest system is in accordance with eqs. (1.9), 
apart from a difference in the energy density component. Further, they 
claim that the formalism yields Abraham’s tensor as an equivalent result, if 
appropriate new definitions for the hydrostatic pressure and the internal 
energy are imposed. Concerning this latter statement, however, we must 
point out that the formalism must always be chosen so as to conform to the 
observed effects, and the Hakim-Higham experiment does not seem to leave 
the room for ambiguities in the definition of pressure in the electrostatic 
case (cf. section 2).

The papers by G. Marx, G. Györgyi and K. Nagy<3, 36, 37, 38) (with 
further references) contain a series of arguments of different kinds, and 
represent together one of the most extensive macroscopic treatments of the 
problem that has been given. We are considering elements of their papers 
at various places in our work, for instance in the examination of the radiation 
tensor. Their main conclusion is that Abraham’s tensor is the basic electro­
magnetic tensor, while the radiation tensor (instead of Minkowski’s tensor) 
is claimed to be the result of a combination with the excited matter induced 
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by a propagating field. Since in this section we consider fields within matter 
at rest, we should mention that the difficulty they claim to exist for Min­
kowski’s tensor in explaining the propagation of the centre of mass for a 
limited radiation field within an isotropic dielectric, is cleared up of one 
observes that the lime derivative of the quantity (SM/c2 gM), integrated 
over the total volume, is equal to zero.

As we have noted, the absence of terms containing polarization and 
magnetization entities in Minkowski’s force has represented an obstacle for 
the acceptance of this expression (cf. also the book by Fano, Ciiu, Adler(39)). 
In a series of papers published recently(40), P. Poincelot took the full 
consequence of the opposite point of view and proposed the introduction of 
all kinds of polarization and magnetization terms in the force on an equal 
footing with the free charge and current terms, viz.

1
/=((? — V • P)E + -(j + P + eV x Af) x B (5.19a)

c

/4 = - E • (j + P + eV x 4f). (5.19b)
c

The tensor corresponding to the force (5.19) can be expressed in terms of 
E am I B in the same form as the electromagnetic, tensor in the vacuum-field. 
However, although (5.19) cannot be rejected on purely formal grounds, we 
cannot find any argument of convenience or experimental evidence that sup­
ports this expression.

6. Angular Momentum in Arbitrary Inertial Systems

In the remaining part of our work we shall be concerned with topics 
connected with relativity. To some extent we shall have the opportunity to 
return to a study of situations which were considered already in I, chapter 
IV, in connection with Minkowski’s tensor. From the preceding it should be 
clear that in a relativistic theory the latter tensor is convenient to use, in 
order to obtain information about the direction and velocity of the pro­
pagating field energy. But it is instructive lo consider also the behaviour of 
the alternative tensors (especially Abraham’s tensor) in arbitrary inertial 
systems, since such an anlysis will exhibit characteristic differences between 
the tensors. In this section we assume that the medium is homogeneous and 
isotropic, and let as usual K denote the inertial system in which the rest 
system K° moves with the velocity v along the x-axis.
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Evaluation of torques within an infinite medium
Let us image a finite radiation field within a large (infinite) dielectric 

medium. The angular momentum quantities MIIV are in general defined by 
the integral

taken over the whole field, in any frame K. Let us further imagine that for 
each of the electromagnetic tensors in question we insert the appropriate 
expression for g/t into the integral in (6.1) and calculate M^v. In this context 
it should be emphasized that in each case g„ is considered as a field quantity, 

thus being considered as a field angular momentum. This definition is 
the natural one and we have used it throughout, in I as well as in the present 
paper, although we have repeatedly pointed out that in the Minkowski case 
the momentum density g™ in reality includes also a mechanical part which 
is responsible for the asymmetry of Minkowski’s tensor. In other words, 
Mi nkowski’s angular momentum contains in a strict sense also a con­
tribution from the mechanical part of the total system. To call a field 
angular momentum is obviously just tantamount to calling G^1 a field linear 
momentum. If on the other hand we take the distinction between the two 
parts of G™ explicitly into account and exclude the mechanical part of g^f 
from the expression for field angular momentum, we obtain instead Abra­
ham’s expression Mév, since that part of g^f which pertains to the electro­
magnetic field is just g£. The different ways of dividing the total angular 
momentum into a field part and a mechanical part obviously have no in­
fluence upon the conservation of total angular momentum, which is a 
consequence of the symmetry and the zero divergence of the total energy— 
momentum tensor. Thus, in each case we obtain the mechanical angular 
momentum by inserting that part of the total momentum density which is 
not counted as a field entity.

As regards Minkowski’s tensor it seems appropriate to recall from I, 
section 11 that the quantities M^v are equivalent to the angular momentum 
quantities one can most simply construct on the basis of Noether’s theorem. 
This is in accordance with the general property of Minkowski’s tensor that 
it readily adjusts itself to the Lagrangian procedures. We recall also that 
M„v is in general not a tensor.

For a comparison between the various tensors it is however not the 
angular momentum itself which is of primary interest in each case, but 
rather its time derivative, i.e. essentially the body torque. The torque is 
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defined as AT = — dM/dt, and we shall in the present subsection start to perform 
a direct calculation of the torques corresponding to Abraham’s and Min­
kowski’s tensors. It will turn out that the two values so obtained in general 
are different from each other. This difference is what we should expect, 
since the momentum densities gA and gM are themselves essentially different 
in direction and magnitude.

The last point requires some further explanation. In all electrostatic (or 
magnetostatic) cases and also in all high-frequency electromagnetic cases 
considered up till now we have found that Abraham’s and Minkowski’s 
tensors yield just identical expressions for the torque on a test body im­
mersed either in a vacuum or in a dielectric fluid. The reason for this equal­
ity can be understood in a simple way by observing that in those cases the 
torque could be evaluated as a function of the field stress tensor taken in 
the domain just outside the surface of the body, wherein the equality SAk = SAk 
is valid. (Cf. eqs. (2.11) and (4.8b) for the electrostatic and electromagnetic 
cases, respectively.) In the situations considered in the present section there 
is however no similar reason why the torque expressions should be the 
same; we have to lean directly upon the formula (6.1) and evaluate it over 
the field region within the body. In the Minkowski case the torque can be 
looked upon as a consequence of the asymmetry of the mechanical energy­
momentum tensor (this fact having represented as an objection to the 
acceptance of Minkowski’s tensor), while in the Abraham case the torque 
arises because of the force density.

In spite of this difference between the two torque expressions obtained 
within an infinite medium we shall nevertheless in the next subsection see 
that the torques are relativistic ally equivalent from a physical point of view, 
since both of them are compatible with uniform motion of the physical 
system in K. In this context we shall draw into consideration the analogous 
situation encountered in relativistic mechanics of clastic media: An elastic 
body subjected to stresses in the rest frame will in general require a torque 
to maintain steady motion in another inertial frame.

Let us now start with Abraham’s tensor and perform the calculation. 
From (6.1) it appears that the torque NA = - dMA/dt in K is given by

AT-'1 = j(r xfA)dV. (6.2)

At first sight it seems that one will meet a difficulty in the evaluation of this 
integral. This difficulty is connected with the non-invariance in four-space 
of the world lines corresponding to Abraham’s energy flux 5 1 (cf. the next 
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section). On the other hand we pointed out in I, section 9 that the ray velocity 
u, which is the velocity of propagation of the wave energy and which may 
be written as u = SM\WM, transforms like a particle velocity. From this it 
follows that the world lines corresponding to Minkowski’s energy flux SM 
really have the property that they remain invariant in four-space upon a 
Lorentz transformation. Now it is clear that in order to obtain a picture of 
the wave propagation in K one has to transform the total wave, i.e. one must 
include the effect also from the produced mechanical momentum ^mech0 
in K°. This feature resolves the apparent dilemma in connection with the 
evaluation of the integral in (6.2): Even though N1 is different from 5‘v 
both in direction and magnitude we have to integrate over that part of space 
where the field is actually present, i.e. across the world lines corresponding 
to SM.

It is now convenient to assume that the field travels parallel to the xy- 
plane in such a way that any wave vector k which is contained in the wave, 
makes an angle ■& with the x-axis in K. It can readily be verified that the only 
non-vanishing component in (6.2) is the z-component, the other components 
fluctuate away. We evaluate the integral in (6.2) over the domain AB, i.e. 
over the hypersurface 1 = 0 (cf. I, Fig. 2). We obtain

- V J (W - ,r°2ff + ßcff^dV. (6.3)

AB

Tliis integral is to be transformed into an integral taken at constant time in 
K°, and similarly as in I, section 12, we choose the domain CI) for which 
t° = 0. The world lines determined by will each intersect AB and CI) in 
two points with coordinates (x^(AB), t°(AB)) and (x®(CI)), 0) in K°, such that

xJ(CD) = x°(AB) ~-t° (AB) cos = xJ(AB)^l +-cos#°j

n n C „ n n ßXy (CD) sin&°
x°2(CD) = x°(AB)--I°(AB)sin#0 = x°(AB) + P1\J 

n n + ßcosv

,r»(Cß) - x»(AB), f»(Aß) - - -xJ(AB).
c

(6.4)

The calculation is carried out in a similar way as in section 12 of I, so we 
abstain from a detailed exposition. The relation between the volume element 
dV and the element dV°, taken at constant time in K°, is given by (I, 12.9). 
We find
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f æiC/aV + (/3/n)sin#°/ ‘f) - (1 + (ß/n)cos&0).T°2ff
N3=Jb------------- dV ■ <65>

Since fA° = |(n2 - l)/nc]#W7°/â/°, a representative term in (6.5) can be 
transformed as follows:

n ~ ^°sinü°cosï)0. (6.6) 
ir

In the second term we have here used the fact that c//(//°[ ] = (c/n)cos#°, 
the centre of mass-velocity in the .redirection. By a similar treatment of the 
other terms in (6.5) we find

sin#0 cos#0 ..____________ o
(1 + (ß/n)cos#0)2

(6.7)

Thus there results a non-vanishing torque also with the symmetrical Abra­
ham tensor. So far we have considered only the case where the domains AB 
and CD are placed at / = 0 and t° = 0 respectively; however, the same result 
applies also when AB and CD are placed at arbitrary constant times in K 
and K° due to the fact that the force density fluctuates away when integrated 
over space. So the expression (6.7) is constant in time.

Let us now consider Minkowski’s tensor. From (6.1) we find

< - j(S“-S«)<(V. (0.8)

Now S'21 - S'i2 = [(fi2 - 1 )ln]ßy W°sin#°, and the integration in (6.8) can 
be carried out in the same way as above. We get

n
(6.9)

We see that the expressions (6.7) and (6.9) in general are different from each 
other, although they both vanish in the rest frame as they should. Il is 
therefore natural to ask whether it is possible to single out one of these 
these expressions as preferable. As we shall now see this is not so in the case 
of an infinite medium, since the torque expressions (6.7) and (6.9) may be 
looked upon as representing relativistic effects of the same nature as the non­
observable effect encountered in ordinary relativistic mechanics of an 
elastic body possessing stresses in its rest frame.
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A relativistic effect
Let us first recall the following situation from mechanics: If an elastic 

body is subjected to stresses in its rest frame it may in other frames exhibit a 
momentum component at right angle to the direction of motion. Conse­
quently, the body will require a torque in order to maintain its uniform 
motion.

We find it desirable to go into some details. Let be the mechanical 
stress tensor of the elastic body in K°. The mechanical torque in K is

N=$(rxf)dV. (6.10)

Then make the explicit requirement that the body remain in steady motion 
in K. This means that we can put dg/dt = 0, where = - iir^fc and the 
lime derivative is taken along the volume elements dV which follow the 
body. Thus, the body experiences a change of angular momentum equal to

dM Ç (dr \
(6n)

since also (d/dt)dV = 0. Inserting dr/dt = v we obtain

dM r
----  = (t> x g)dV = v x G. (6.12) 
dt J

If the torque (6.10) is equal to the amount (6.12) which the body actually 
requires in order to preserve stationary motion, then the scheme is con­
sistent, and we have an example of a situation where the existence of a 
torque is not followed by a rotation. We have to stress the difference between 
the calculations that led to (6.10) and (6.12): In the first case, the velocity 
of the body was required to be equal to v, and we can imagine that this 
requirement is fulfilled at a certain time in K just after the Lorentz trans­
formation from K° has been performed. But in the latter case, the body 
velocity was required to be the same at an arbitrary instant afterwards, 
corresponding to the fact that the directions of the world lines of the body 
were required to be unaltered.

It appears from the text-books (M. von Laue<41), R. Becker<42>) that the 
equivalence between N and dM/dt has been verified in certain special 
cases. But the equivalence can also be shown quite generally for an elastic 
body, by the following simple consideration.
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Let us calculate a typical component of the torque in K, say the z- 
component. We readily lind by an insertion into (6.10)

^3 - J [?(æî + »Öf? - f (r~2*îfï æ?rî)dV°. (6.13)

AB CD

Using now the fact that = dkr^k, we can write

Mî = J (y“2.r;-r^ - i /^2 J r^dU0

CD CD

since the surface integral is performed over a surface outside the body 
where vanishes.

Further, by means of the relation r24 = ißyr^ we readily obtain by an 
insertion into (6.12)

CD

Eqs. (6.14) and (6.15) show the consistency in the case of an elastic body: 
The body is acted upon by a torque which is equal to the change of momen­
tum required in order to maintain steady motion.

After this digression let us return to the radiation field. The torque on the 
body is defined as

— J" Çx^fk — &]cfi + &ik ~ Skß)d\ > (6.16)

where i,k,l are cyclic. (Actually, the expression (6.16) has been derived 
indirectly as A) = — dMik/dt; however, the coordinate dependent terms in 
(6.16) appear similarly as in (6.10), and the two last terms in (6.16) must 
yield the appropriate torque contribution from the tensor asymmetry, cf. for 
instance the considerations in section 4 of I.) The expressions for A) that 
we need here have been derived in (6.7) and (6.9).

Next, require explicitly steady motion in K. The necessary and sufficient 
conditions are: (1) The body velocity v = (n,0,0) = constant; (2) dr/dt = 
u = SM/WM along the moving wave elements dV. From these conditions it 
follows that U„ is a four-vector and that the world lines remain invariant in 
four-space. Moreover, it follows that dg/dt = 0 along the wave trajectories, 
since gt (for any field tensor) is proportional to the energy density W°, 
which is a function of the invariant wave phase qp, (p being constant along the 

- ß2 / (6.14)

CD
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trajectories. Thus, taking the time derivative of the field angular momentum 
we obtain in the two cases

dMf/dt = (w x Ga)3, dM^/dt = (u x GM)3. (6.17)

If we here insert the appropriate values for u, G 1 and GM we will find the 
expressions (6.7) and (6.9) respectively, with the opposite sign. If now 
Abraham’s or Minkowski’s tensor is taken to describe the field, it follows 
from the conservation of total angular momentum that the rate of change of 
the mechanical angular momentum is given by the expression (6.17), with 
the opposite sign. In both cases we therefore find that the scheme is con­
sistent in the same way as it was found to be in the situation considered 
previously (cf. (6.14) and (6.15)): The body is acted on by a torque which 
is just equal to the rate of change of mechanical angular momentum being 
necessary in order to prevent rotation.

At this place we should make a comment on an assertion put forward 
by von Laue in § 19 of his book<41>, concerning a verification of the principle 
of conservation of total angular momentum if Minkowski’s tensor is used 
for the field. This is actually one of the arguments von Laue presents in 
favour of Minkowski’s tensor. He first writes the rate of change of field 
angular momentum similarly as the last of eqs. (6.17), by taking the time 
derivative along the moving wave elements. Thereafter, and this is the crucial 
point, the z-component of the torque on the body is claimed to be given by 

-x2atS")dV - J(S"-S«)dV. (6.18)

Since it can be shown that (u x ^M)3 = - S™, von Laue concludes that
the conservation of total angular momentum is verified in the present case.

We cannot find, however, any reason why this torque component should 
be given by the left hand side of eq. (6.18). Moreover, one cannot find 
expressions for the rate of change of the field angular momentum and the 
body torque independently of each other, and thereafter check the angular 
momentum balance. Instead, the torque is found by just requiring the 
angular momentum balance to hold, such that N be given by the relation 
N = - dM/dt.

Finite bodies
Hitherto we have restricted ourselves to a consideration of very large (or 

infinite) dielectric bodies. The case of finite bodies is important, however, 
since it reveals characteristic features of the angular momentum balance.

Mat.Fys.Medd.Dan.Vid.Selsk. 37, no. 13. 4 
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Let us therefore consider this case, and for definiteness assume that an 
optical wave passes through an isotropic and homogeneous glass plate, for 
instance at Brewster’s angle of incidence in K°. The electromagnetic 
forces are present only in the boundary layers, and we shall assume that an 
external mechanical surface force Fext0 just counterbalances the surface 
force F° caused by the field, in such a way that the field is not disturbed. 
The consequence of the last assumption is that the mechanical angular 
momentum of the body is conserved in K°, NA° = 2V'v° = — 2Vext0, and that 
the presence of extra mechanical stresses due to the external forces is avoided.

We now consider the system in the frame K, and adopt Abraham’s 
tensor as the field tensor. From (6.16) it is apparent that the torque is given 
as r x fA, integrated over the internal volume, plus r x FA, integrated 
over the surfaces. We readily find that the contribution from the first term 
is zero, and as the electromagnetic surface force Fl transforms similarly as 
the external force Fext, we can write

Na = - dMAjdt = - Next. (6.19)

Thus we obtain the satisfactory explanation that the net torque acting on 
the body is still zero. If, however, Minkowski’s tensor is adopted for the 
field, the situation is changed. We see that= 0 in the interior domain and 
that = FA so that the contribution from the forces is the same, but there 
appears an extra volume effect in the torque because of the asymmetry of 
the stress tensor S™. According to the theory the body is thus acted upon by 
a net torque in K, although the motion is uniform and although no account 
has to be taken of the influence from elastic stresses in 7<°. We find this 
property to be rather inconvenient. It does not mean, however, that Min­
kowski’s torque expression should simply be rejected. For we may carry 
through an analysis of the same kind as in the previous subsection, where 
now the lime derivatives are to be taken along the moving body elements, 
and will find that also now the Minkowski torque is compatible with the 
requirement of steady motion. The peculiar property of Minkowski’s torque 
is obviously a consequence of the fact that the momentum density gM° 
contains both a pure field quantity gA° and a mechanical quantity ^mech0, 
cf. also the remarks in the beginning of this section. In conclusion, the study 
of the case of finite bodies reveals the characteristic effect that the most 
natural division of the total angular momentum into a field part and a 
mechanical part is made when one adopts Abraham’s expression for the 
field. On the other hand, in the case of infinite bodies we saw in the previous 
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subsection that no preference could be assigned to either of the two torque 
expressions.

At this place a remark is in order, in connection with a comparison with 
the situation where an electromagnetic wave passes through a finite, aniso­
tropic body at rest. Such a situation was considered in section 4, and we 
recall that the equation NA° = NM was found to hold in general. Now our 
present situation resembles the wave-crystal situation from section 4, since 
an isotropic body in K° becomes anisotropic in K. We may note that the 
total angular momentum in the vacuum field when the wave has left the 
body is independent of which energy-momentum tensor is used for the field, 
since the direction of the wave propagation in either case is determined 
from SM. Yet we have found that NA in general is different from NM when 
ß + 0.

To point out the difference between these two cases let us once again 
examine the torque balance (4.1):

N = - d/dtMv&c - d/dlM1, (6.20)

where now the time derivatives are taken along the moving body. In ad­
dition to the assumption of the independence of Afvac we could, in the case 
considered in section 4, require on physical grounds that N be independent 
of the interaction period 71 (assumed a stationary field during this period), 
expecially in the small period when the field leaves the medium. The crucial 
point here is that this latter requirement can no longer be upheld when the 
body moves. Consequently, dMi/dt is in general different from zero, i.e. the 
torque depends in this case also on the internal field. We note that dMl/dt 4= 0 
also with Abraham’s tensor.

As mentioned above the purpose of assuming F° = - Fext0 was to obtain 
a situation in which no complication will arise because of extra mechanical 
stresses set up in K°. Let us now briefly consider how the situation is changed 
if we let the same value of Next0 be obtained by external surface forces which 
do not compensate the electromagnetic forces at each surface element. In 
this case there will appear mechanical stresses in K°, described by the 
mechanical stress tensor These stresses may lead to non-vanishing 
momentum components at right angle to the velocity v in K, and thus be 
connected with the torque ATftress = - (j/c)0wJwhich follows from 

the requirement of steady motion. This amount is equal to the resulting 
torque exerted by the forces, so that we obtain instead of eq. (6.19) the 
equation jyext = 2Vstress. (6-21)

4*
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So far we have considered only Abraham’s and Minkowski’s tensors. 
Let us finally for a moment consider the radiation tensor S$v, which is 
symmetric and divergence-free within an isotropic medium. In the situation 
considered in the first subsection above it follows immediately that A7/ = 0, 
so that according to the radiation tensor the angular momenta of the field 
and the body are conserved separately. If the body is finite, the radiation 
tensor behaves similarly as Abraham’s tensor in the sense that the torque in 
K is determined by the surface forces only. It should however be borne in 
mind that the radiation tensor yields already in the rest frame a surface 
force with another direction and magnitude than Abraham’s surface force, 
although the torques are the same (cf. section 4).

7. Further Considerations on Relativity

In this section we continue the investigation of relativistic phenomena. 
Only effects involving special relativity will be considered. For the main 
part we shall be concerned with topics that were studied in chapter IV of I 
in connection with Minkowski’s tensor, and shall relate the phenomena to 
the other tensors. In the following two subsections we study two subjects 
that are closely related to each other, namely the velocity of the energy in an 
electromagnetic wave and the behaviour of the relativistic centre of mass.

Transformation of the energy velocity in a light wave
Consider a plane light wave within an isotropic and homogeneous 

insulator moving with the uniform four-velocity Vin the frame A. Similarly 
as in I, section 9, the ray velocity u is defined as the velocity of propagation 
of the light energy. The ray velocity is in general different both in magnitude 
and direction from the phase velocity. We recall that it is shown in Moller’s 
book<7> that the ray velocity transforms like the velocity of a material particle, 
and further that this transformation property is verified experimentally in 
the Fizeau experiment, at least to the first order in v/c.

If now an energy-momentum tensor shall describe the whole travelling 
wave, it must be possible to relate the ray velocity u to the components of 
this tensor by the equation u = S/W. For such a tensor the quantity A/IV 
must therefore transform like a particle velocity. To investigate whether S„v 
behaves in this way is tantamount to examining whether the quantities

ic -U 
|/1 - S2/(c2W2)/

(7.1)
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constitute a four-vector. As stated already in I, Møller has shown that the 
sufficient and necessary condition for being a four-vector is that

1
c2^/za uxuv = 0 (7-2)

in some inertial system.
We recall that by inserting Minkowski’s tensor one really finds = 0 

in the case of a most general plane wave. This circumstance thus provides a 
further support for our general assertion that Minkowski’s tensor describes 
the whole travelling wave. In particular, if a ray travels parallel to the 
direction of the medium velocity, one obtains immediately by means of 
Minkowski’s tensor the well known formula, to the first order in n/c,

(7-3)

This formula was verified in the Fizeau experiment.
After this summary of the results obtained in section 9 of I, we inve­

stigate how the situation looks from the point of view of Abraham’s tensor. 
In this case one readily finds that RA°V + 0 in general, so that the equation 
(7.2) is not fulfilled and SA/WA does not transform like a particle velocity. 
Correspondingly, the last of eqs. (7.3) is replaced by

(7-4)

which is essentially different from (7.3). This kind of behaviour is what we 
should expect: Abraham’s tensor leaves out of consideration the influence 
from the produced mechanical momentum g-mech° in K°, and thus SA/WA 
cannot be expected to be equal to the ray velocity. The non-compatibility 
between the transformation criterion and the Abraham tensor evidently does 
not represent a real difficulty for this tensor.

Let us now follow a more general line of approach and try to find a set 
of reasonable conditions under which the quantity S/W, obtained from some 
energy-momentum tensor S„v, actually obeys the transformation criterion. 
To this end it is advantageous first to recall the essential assumptions in­
herent in Møller’s proof (in §24 of his book<7)) about the transformation 
character of the ray velocity u: In the first place, the equation for the wave 
front of an elementary spherical wave in K° being emitted from the origin at 
the time t° = 0 is written as
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(7.5)

In the second place, the, corresponding equation for the wave front in K is 
obtained by means of point transformations of each term in (7.5), so that the 
world lines are assumed to remain invariant in four-space upon a Lorentz 
transformation. By means of these conditions Moller derives that u 
transforms like a particle velocity.

Our task is now to transform the above conditions into equivalent 
conditions imposed on the tensor S„v. In accordance with (7.5) we shall first 
require that the magnitude of the velocities of propagation of energy and 
momentum is equal to c/n, as expressed by the equations

(7.6)

where e° is the wave normal for the plane wave. Note that these conditions 
actually mean also that the field is closed, i.e. = 0, since each frequency 
component of the plane wave depends on the wave phase (k°-r° - a»0/0) so 
that ekdk may be replaced by - nd/(cdt0). If we now insert the conditions
(7.6) into the expression (7.2) for Rllv, we really lind that R®tv = 0.

So far we have only shown that the conditions (7.6) are sufficient to 
satisfy the transformation criterion; we have not verified that they are 
necessary. In fact, if we merely maintain the single restriction that S®k be 
proportional to S?4e°, we tind that the relation

(7-7)

is necessary to yield R®lv = 0. Evidently eq. (7.7) becomes equal to the last 
of eqs. (7.6) when |5°|/W° = c/n. Note that the weak condition (7.7) does 
not even imply that be divergence-free. We think that this condition is of 
minor physical interest, however, since it is preferable to construct the 
theory so as to conform to the equation (7.5) (or the wave equation) in a 
simple way, i.e. one should always take |*S"°|/W° = c/n.

It has been pointed out by G. Marx et al<3> that the radiation tensor S$v 
also obeys the transformation criterion. This feature can be explained on the 
basis of eqs. (7.6), since the radiation tensor satisfies these equations. On 
the contrary, both Abraham’s tensor and the de Groot-Suttorp tensor (1.9) 
are incompatible with the condition (7.7) as well as the transformation 
criterion R/IV = 0.
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Centre of mass
Let us now assume that the interior domain of the radiation field can be 

taken as a part of a monochromatic plane wave with wave vector k. Similarly 
as in section 12 of I we further assume that the small boundary layer—in 
which the usual plane wave relations between the fields do not hold— 
contains negligible field energy and momentum.

The spatial coordinates Xt(K) of the centre of mass of the field in K are 
defined by

(7.8)WdV,

whatever energy-momentum tensor is employed. Similarly as in the previous 
section it must however be borne in mind that in any case the localization 
of the field in K is determined by Minkowski’s tensor, i.e. one integrates over 
the volume of the field by integrating across the world lines corresponding

Let us first study the velocity of propagation of the centre of mass in K. 
From (7.8) we readily find the relation

(7-9)

which in general shows a complicated behaviour for a non-closed system. 
Inserting Abraham’s tensor into the right hand side of eq. (7.9)—and as­
suming that corresponding world points in K and K° are connected by the 
invariant (Minkowski) world lines—we find however that the two last terms 
in (7.9) fluctuate away. Moreover, since the field is homogeneous, we find 
from (7.9) the simple relation

(7.10)

By taking into account the result obtained in the previous subsection, we 
thus find that the velocity dXA(K)/dt is different from the velocity of pro­
pagation of the total field, i.e. the ray velocity u. This feature severely limits 
the validity of the centre of mass as a representative point if Abraham’s 
tensor is used.

With the radiation tensor we get immediately

(7.11) 
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in accordance with the general equivalence between the radiation tensor and 
the Minkowski tensor with regard to wave propagation properties.

So far having studied the velocity of propagation of the centre of mass 
we now turn our attention to its localization. From the sudy of Minkowski’s 
tensor in I, we recall that the different centres of mass we obtain by varying 
the reference frames K, do not in general coincide when considered simul­
taneously in one frame. In fact, we calculated the difference XM(K) - XM, 
where XM denoted the simultaneous position in K of the proper centre of mass. 
The proper centre was defined as the centre of mass in the rest frame A’0, 
i.e. XM(A°) ® XM°. Let us write down again the formula (1, 12.21)

(7.12)

where we now have added a superscript AT
Just the same procedure can now be applied to calculate the position 

X4(A) when Abraham’s tensor is used for the field. In this context we stress 
that corresponding field points in K and A0 are required to be connected by 
the Minkowski world lines, i.e. we simply ignore for a moment the above 
result dXA(K)/dt + u. Since the proper centres coincide in A0, XJ0 = XM°, 
we evidently have also XA = XM in A. We do not give the details of the 
calculation since it is just similar to the calculation carried through in I, 
section 12. The result is

a1 (A) - XJ(A)-X4 = aM(A), (7-13)

showing that Abraham’s tensor yields the same position for the centre of 
mass as Minkowski’s tensor, Xzl(A) = XW(A), if we integrate across the world 
lines determined by

The radiation tensor exhibits very simple features with respect to the 
centre of mass. Since dn(x/lSyCr - xvS^l(7) = 0 it follows that the angular 
momentum quantities M^v constitute a tensor, and by calculating in A 
at t = 0 we readily find that

a‘s(A) = av(A).

(7.14a)

(7.14b)

The equivalence we now have established between the three energy­
momentum tensors with respect to the centre of mass is not accidental. It is 
connected with the fact that in (I, 12.12) we introduced the radiation tensor 
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as a formal remedy in order to extend certain volume integrals, taken over 
the internal, plane part of the field, into integrals taken over the whole field. 
In the case of the radiation tensor we could just take advantage of the tensor 
property of M^v. It does not seem, however, that the equivalence could easily 
be foreseen.

The last point we shall dwell on in connection with the study of the 
centre of mass is a comment concerning a result obtained in a basic paper by 
C. Møller<43>. On the basis of some definite assumptions, Møller showed 
that the concept of mass centre for a non-closed system in general is incom­
patible with the equations of motion. This result seems to run into conflict 
with the result obtained in the present section, where we have defined the 
centre of mass even for the Abraham field. However, there is no real 
discrepancy between the results, since one of the assumptions inherent in 
Møller’s proof does not apply to the present situation.

Let us point out in detail the mathematical reason for this circumstance. 
At an arbitrary point of the world line of the proper centre (with proper 
time t) Møller assumes that the following relation can be written:

(7-15)

where the integration is taken over a hyperplane a which is normal to the 
world line. The surface pseudo four-vector dov is given by dov = - 
&rCTzkre, <51234 = 1 , where dx/t, ôxa and AxQ are four-vectors lying on a. If a 
is orthogonal to the .r4-axis, we choose the latter three vectors so that the 
non-vanishing component of dav is dcr4 = - idV, when the outward normal 
lies in the direction of the positive .r4-axis. In (7.15) = 3f0(r) is a
proportionality constant.

If we now insert Abraham’s tensor into (7.15) in the frame Æ* where 
the wave is at rest, we find for /z = 4 the relation = M0c2, while for /j, = i 
we find that Mo becomes infinite. This discrepancy shows that an equation 
of the form (7.15) does not apply here. Hence Møller’s proof does not come 
into conflict with the above results in this section. Nor does Minkowski’s 
tensor satisfy the relation (7.15) ,while the radiation tensor does satisfy it.

The Cerenkov effect
As we already have noted, a study of the Cerenkov effect is very in­

structive for a comparison between the various energy-momentum tensors. 
In section 5 of the present paper we studied the Cerenkov effect in the case 



58 Nr. 13

that the emitting particle moves within a medium at rest, and in section 10 
of I we considered the emitting particle in its own rest system from the point 
of view of Minkowski’s tensor. The reason why we shall here consider the 
Cerenkov effect once more, it that we wish to point ont how the relativistic 
theory looks if Abraham’s tensor is used for the field. This kind of analysis 
is desirable, since I. Tamm in his famous paper(44) on the Cerenkov effect 
studied the balance of momentum in the rest frame of the particle and came 
to the conclusion that Minkowski’s tensor, but not Abraham’s tensor, is able 
to give a satisfactory description. We shall thus discuss the momentum 
balance in the Abraham case, since according to our general interpretation 
Mi nkowski’s and Abraham’s tensors ought to be equivalent in such a case.

Consider then the same situation as in I: An electron is moving along 
the x-axis with a uniform velocity which in K° is larger than c/n. The rest 
frame of the particle is denoted by K; as shown by Tamm, H = 0 in K, so 
that there is no Minkowski energy current in this frame. We integrate the 
differential conservation law for momentum over a volume which contains 
the electron and which is enclosed by a cylindric surface S of small radius and 
infinite length such that the axis of the cylinder coincides with the x-axis. 
Since the field is stationary in K, one can thus write, in the case of Min­
kowski’s tensor,

Jsgn^ds- (7.16)

which is the same as (I, 10.3).
As Tamm points out, Minkowski’s force must in any case represent the 

force acting on the electric charge, because the terms which are added to 
Minkowski’s tensor in order to form Abraham’s tensor will correspond to 
additional forces acting on the medium itself, and not on the electric charge. 
The total force on the electron as given by the right hand side of (7.16) can 
thus be found by transforming the total force from K° using the usual 
transformation formulas. Now Tamm evaluates the integral on the left hand 
side of (7.16) and verifies that the two sides of the equation are equal. 
Further, since 4= for i = 1 and k = 2, 3, he concludes that a symme­
trical “Ansatz“ for S/IV would give a different result in disagreement with the 
force expression on the right hand side of (7.16).

Let us now apply Abraham’s tensor to the present case. Il is instructive to 
write the momentum balance in the form

JSj*tntdS t- f(ff - f")dV ■ - J (7.17)
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and so it appears that the second integral on the left may represent a source 
(or sink) of electromagnetic momentum which also has to be taken into 
account. Since the force on the matter cannot make up an appreciable 
magnitude in a small volume element just enclosing the electron, we can 
exclude this element from the second integration in (7.17) and thus obtain

^SAtntdS +j'ffdV - -$ftMdV, (7.1«)

where j means integration over the remaining part of the volume. However, 

also the second term on the left in (7.18) vanishes due to the rapid oscillation 
of the integrand, so that eqs. (7.18) and (7.16) become identical, i.e. S„ = SA. 
In fact, the relation S™ = Sfk, valid for all combinations of i, k that occur in 
(7,18), can be checked directly by expressing SAk and Sfk in terms of the 
tensor components in K°. Note that it is just the latter relation that represents 
the main reason why the (macroscopic) descriptions corresponding to 
Minkowski’s and Abbau am’s tensors are identical in this case; properties of 
symmetry or asymmetry of the energy-momentum tensors are of no direct 
importance.

In the remainder of the present section we shall be concerned with a 
study of the so-called “principle of virtual power’’. Before embarking upon 
this subject, let us however pause to make the following brief remarks in 
connection with the topics considered in I : In sections 4 and 5 in I we gave 
two sets of conditions from which we showed that Minkowski’s tensor is 
uniquely determined. It shoidd be clear that both these sets of conditions 
automatically exclude from consideration the alternative tensor forms that 
we have been studying: The first set because eqs. (I, 4.1) and (I, 4.2) require 
the tensor to be asymmetric and divergence-free; the second set essentially 
because eq. (I, 5.1) requires the tensor not to contain the four-velocity Vfl 
explicitly (cf. (1.5), (1.7) and the fact that also S?v will contain V/t in a 
complicated way).

In section 10 of I we discussed the negative field energy which appears 
with the use of Minkowski’s tensor in a certain class of inertial systems due 
to the space-like character of the four-momentum G„. This property is 
peculiar to Minkowski’s tensor and is not shared by the other tensor forms. 
We may check by direct calculation that WA > 0 and > 0 in any K, 
while the result Ws > 0 follows immediately from the fact that the four- 
momentum is time-like. If a plane wave moves parallel to the x-axis we 
may conveniently write the total energy density of matter and field as
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VVtot = /(I + 2nß + ß2)WA° + y2Wmech°, (7.19)

where the contributions arising from ^rmech° and Amech° are collected in 
the first term.

Principle of virtual power
Quite recently, P. Penfield and H. A. Haus published a book(45) on the 

electrodynamics of moving media which is a synthesis of work they per­
formed with various collaborators; especially the earlier article*46) by Chu, 
Haus and Penfield is of particular interest to us. The authors adopt a 
phenomenological point of view. In addition to employing the usual form­
ulation (I, 1.1) of Maxwell’s equations in a moving medium (the Min­
kowski formulation), which we also have employed throughout our work, 
they consider the so-called Chu formulation introduced in the book by 
Fano, Chu and Adler*39). It is outside the scope of our work to go into a 
study of the Chu formulation. What really is of interest to us, is that the 
authors, within the frame of the Minkowski formulation, derive an expression 
for the electromagnetic energy-momentum tensor which is equal to Abraham’s 
expression in an isotropic fluid, while Minkowski’s tensor is claimed not to 
describe the electromagnetic system in a meaningful way. We find it there­
fore of interest to trace out the reason why the authors have arrived at this 
result. The keystone of the derivation presented is the “principle of virtual 
power’’, invented by the authors, so let us first sketch how the principle 
looks in the present case. An isotropic fluid is considered, where the fluid 
velocity u(r,Z) may be a nonuniform function of the position at a certain 
time. We simplify the formalism (thereby ignoring the dependence of the field 
energy on the material density), and transform it to our notation.

Consider an arbitrary space-time point and denote by A° the inertial 
frame in which the velocity of a fluid element around this point momentarily 
is zero. Thus w° = 0 for the element, but one assumes that virtual deform­
ations can be applied to the material to produce arbitrary values of dku^ and 
du^/dt.

Then let K denote the frame in which K° moves with a small velocity u. 
To the first order in u/c we have

St = 5? + + UjW° (7.20a)

W = IV0 + u • + -2 u ■ A0, (7.20b)
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and these equations are introduced into the energy balance

V ■ S + dW/dt = icf4. (7.21)

The authors then let K approach K° so that terms containing u (but not the 
derivatives of w) vanish. The resulting equation is

n 1 n du° d\v° n n n non du°
V ■5’° + — S°------+ ------- + W°v -M0- zc/'S = - S?kdku° - g"-------(7.22)c2 dt dt 14 ik k i s d{ \ j

(note that the differential operators d are not transformed). The es­
sential point is now that a knowledge of the physical quantities appearing 
on the left hand side of (7.22), i.e. of S’0, VV° and f\, is claimed to be sufficient 
to provide a determination of the remaining tensor components S®k and g" 
appearing on the right hand side of (7.22). The following expressions are 
chosen :

5° = c(£° x H°) (7.23a)

dW°/dt = E° • dD°/dt + H° • dB^/dt (7.23b)

W° = i(£°-Z>°+-B°), = 0. (7.23c)

The authors now argue that it is convenient to express the lields E°, D°, H°, 
B° appearing in (7.23) in terms of the fields pertaining to the inertial frame 
K before inserting (7.23) into (7.22) (note again that K° means the frame 
where the fluid element momentarily is at rest). By inserting (7.23) into the 
expression on the left hand side of (7.22) they thus obtain

dD dB
c\7-(E x H) + E----- + H------v 7 dt dt

(7-24)

The three first terms add up to zero because of Maxwell’s equations. By 
letting K approach K°, identifying (7.24) with the right hand side of (7.22) 
and taking into account the arbitrariness of the derivatives of u°, the authors 
finally obtain

S°k = - E°D°k - + idik(E° • Z)° + H° • B°) (7.25a)

1
= _(£0 x W). (7.25b)
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This is Abraham’s expression. (Actually, the expression given in ref. 46, 
containing the detailed derivation, was somewhat different from (7.25) but, 
according to a private communication by the authors, this difference is due 
to a printing error.)

If we now proceed to examine this principle of virtual power, we ought 
first to note that one must distinguish between the derivatives of the relative 
velocity v between the frames 7<° and K, and of the fluid velocity u. The 
formulas (7.20) relate the tensor components in the frame K to the tensor 
components in the momentary rest frame K° moving with the constant 
velocity v with respect to K\ although v = u at the space-time point considered 
the corresponding equality between the derivatives is generally not true. 
Thus each of the factors in (7.22) should properly be replaced by 
d^v0, which is zero. In fact, by performing the transformation K -+ K° the 
only result one can obtain is the covariant properties of the conservation 
equations dvS^v = - //z. By starting from the relation (7.21), and assuming 
the velocity v to be small, one will thus end up with the same relation written 
in /<°. If we really subtract the equation V • S’0 + dW°/dt - icf4 = 0 from eq.
(7.22) , we see that obvious inconsistencies will appear in the remaining 
equation if arbitrarily adjustable terms are present.

However, the above remark does not elucidate the essential reason why 
a definite form of the electromagnetic energy-momentum tensor was ob­
tained. To this end let us in the following simply assume the validity of eq.
(7.22) as it stands. The essence of the principle of virtual power seems in 
reality to be that one starts from the energy balance (7.21) in K, then trans­
forms the field quantities to 7\° and inserts some physical information in 
this frame, and finally transforms back to K. Within the frame of the physical 
information inserted in /<° the formalism can therefore, if it is carried 
through consistently, yield only a mathematical identity. The reason why 
the authors instead obtained Abraham’s expression in (7.25) is that they 
implicitly introduced into the formalism a physical assumption which is 
compatible with Abraham’s tensor, but not with Minkowski’s tensor. Let 
us go into some detail at this point. It is then necessary first to focus our at­
tention on the force component /) in (7.21). In the conventional theory f 
transforms like a four-vector, so that, in the limiting case of small u, /4 = /4. 
This equation was used by the authors in the construction of eq. (7.22). 
In particular, if /4 = 0, as assumed in (7.23c), one should obtain /4 = 0 
also in K. However, if we use the covariant expression for S.lv and calcu­
late /4 in K according to the basic equation /4 = - dpS4r, we may obtain 
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a different result. For example, both in the Abraham case and the Min­
kowski case we know that = 0, while the covariant expressions (1.5) 
and (1.1) yield

ft = /T = ~ i(n2 - V)(E-H)-du/dt (7.26)

to the lowest order. In the Minkowski case there is thus a conflict; it is in­
correct to transform f^ as if it were a four-vector.

Due to this peculiar transformation property of (which evidently is 
closely connected with the covariance problem of the conservation equa­
tions discussed above), it follows that /) should properly not have been re­
placed by /'° in (7.22) but should rather have been retained unchanged. 
Accordingly, it follows that eq. (7.24) implies the relation f’4 = 0. This is a 
choice which, according to (7.26), implicitly singles out Abraham’s tensor. 
The appearance of Abraham’s expression in (7.25) is therefore what we 
should expect. It is also possible to make Minkowski’s tensor emerge from 
the formalism; to this end we must insert the explicit expression for /'Y> 
given by (7.26), into (7.22). Generally speaking, the introduction of a spe­
cific expression for /) implicitly implies the acceptance of a specific tensor, 
the remaining formalism thus effectively expressing an identity.

8. Analysis by Means of Curvilinear Coordinates

In connection with the study of the canonical procedure in section 8 of I 
we mentioned that it is possible, in the case of a closed field, to make the 
canonical energy-momentum tensor complete bv means of a symmetrization 
procedure. Now it is well known that in the presence of a gravitational 
field one can obtain the complete energy-momentum tensor directly, without 
having to perform a symmetrization, by means of a variational method 
involving the variation of the metric tensor. Actually, and it is this case 
which is of interest to us, the variational method can be applied also in the 
absence of a gravitational field. Then the transition to curvilinear coordinates 
occurs formally as an intermediate step in the calculation.

Curvilinear coordinates have been used rather extensively in earlier 
studies of the electrodynamics of material media, although one here is 
confronted with a non-closed field. Incorrect use of the variational method 
caused a great deal of confusion in the literature some years ago. The 
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ambiguity inherent in the calculation seems first to have been pointed out by 
J. I. Horvath(47) (see also ref. 48). However, we think that it is still of 
interest to give a careful analysis of the electromagnetic field in terms of 
these coordinates, to point out the detailed reason why the power of the 
variational method is restricted, and to supplement with remarks pertaining 
to alternative variational methods. The main part of the present section is 
devoted to this task. In the last subsection we shall study again the Sagnac- 
type experiment from section 9 of I, in connection with an application of the 
various tensor forms. The cavity frame in this experiment is evidently 
non-inertial.

A variational method
Let us now leave oui the imaginary x4 coordinate and work with the real 

coordinates .r1, a-2, .r3, .r° = ct. The square of the line element is ds2 = 
g^vdx^dxv (g, v running over the numbers 1, 2, 3, 0), whence in Galilean 
coordinates . . a

.<7n = 922 = 922 = 1» f/oo = ~ 1 I , \
I Ço.1)

9 = (^9[iv = - h 9fiv = 0 for F * I
Further, in Galilean coordinates,

E = (-^10’ ^20’ ^3o)> = (^23’ ^31’ ^12) I 9
= (^10’ ^20’ ^30)’ H = (H23, ff31, H12), J

and the connection between field and potentials is in general

[tv = [i^v ~ = [i Ay — dp-Ayi, (8.3)

as the covariant derivative V/z can be replaced by the ordinary derivative 
when F//v is antisymmetric.

For a radiation field Maxwell’s equations take the form

[iv + ^[i^vÅ “*■ ^v^Å[t = ^.h [tv L ^[t^vÅ + ~ 0 (8.4a)

= -L^d^-gH^) = 0. (8.4b)

f - 9

We have here assumed arbitrary coordinates where the g^v are given 
functions of the coordinates. Then proceed to determine the constitutive 
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relations. We shall keep the formalism so general that it includes the case of 
an anisotropic dielectric medium, bul we shall assume magnetic isotropy 
with /z = 1. (The procedure runs similarly, however, also if gik is a tensor.) 
Introducing in the small region around each point a local rest system of 
inertia K with the metric tensor given by (8.1), we may write

^0 -

Moreover, in K we introduce the quantities 

Eq = e£ = 0 (n = 1, 2, 3, 0)

(8.5)

(8-6)

and let in the arbitrary coordinate system the symmetric tensor e^v be 
defined in such a way that its mixed components in K coincide with e^ 
given by (8.5) and (8.6). The constitutive relations written in covariant form 
are then

H'IV = F^v + - ^Fa)Vv -\(FV - ev<xFa)V'1, (8.7)

Mat.Fys.Medd.Dan.Vid.Selsk. 37, no. 13.

c“5

where Fa = FxßV^, and is the four-velocity of the medium. In isotropic 
media eq. (8.7) can be written

H^v = F^v - x(F^Vv - FvV^), x = (e- V)lc2. (8.8)

This relation between (8.7) and (8.8) can readily be verified, since for an 
isotropic body in K

e^Fx = e%Fx = êgÇF“ = eF^. (8.9)

Here g% is the metric tensor in Galilean form and e is the dielectric constant 
in K. Note that Eq = 0 according to (8.6) while g® = 1 ; however, this does 
not matter, since F° = 0. Writing (8.9) covariantly as e^F^ = eF^, we 
obtain (8.8) from (8.7). Thus, while E^a in (8.7) is a tensor, the trans­
formation (8.9) in the case of isotropic media causes the dielectric constant 
in (8.8) to be treated as a four-dimensional scalar.

It can be verified that an appropriate Lagrangian is

L - -

- + - io + E + L".
(8.10)

5
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Multiplying with the pseudo-invariant [/- gdx = |/- g dxx dx-dx^dx^ and inte­
grating over a region 27 in four-space lying between two space-like surfaces 
and extending to infinity in the space directions, we get the action integral

J = ^L(x)j/~ gdx = J=5f(.r)d.r. (8.11)

2? 27

Since (8.10) corresponds to the field and its interaction with the matter, a 
variation of (8.11) with respect to the potentials will yield lhe field equations 
(8.4b). However, we are primarily interested in the invariance property of J 
under coordinate transformations.

Let an infinitesimal coordinate transformation be given by x'^ = x/l + 
ôx^ = a.'1“ + where the are small, but arbitrary functions of the coor­
dinates, so that terms quadratic in may be neglected. The corresponding 
change of (8.11) is

ÔJ = [ (x')dx' - JJ?(.r)d.r. (8.12)

27' 27

By transforming this expression and using the assumption that vanish on 
the boundary, we obtain(8>

ÔJ = Jd:i:2^(.r) t/.r = 0, (8.13)

27

where ô'-\&(x) = £?'(x) - ^f(x) is the local variation. Eq. (8.13) has the form 
of a variational principle even though L does not correspond to a closed 
system; only it must be remembered that all variations are generated by the 
infinitesimal coordinate transformations.

We proceed then to calculate these variations. By a vector trans­
formation we find

V'^x') = dvx’^Vv{x) = (< + dv^)Vv(x-), (8.14)
whence

dn^(.r) = r(x)dv^-^^v^(x) = (8.15)

Here we have for example + 77^ V“, where I^za is the Christof-
fel symbol. It appears that is a four-vector, as should be the case, 
since this variation is the difference of the values of two four-vectors at the 
same point. Correspondingly for the potentials

- --4,v^r-^vp.4M. (8.16)
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The g^v will also be all'ected by the coordinate transformation, and we have

^(x) = = g^{x) + g^d^v + gvctd^. (8.17)
Thus

ôV’Xæ) = g'^Çx') - - êada^(æ) = + V”^. (8.18)

Similarly
<5*e^ = e^aVa^ + eraVK^ - ^Va^. (8.19)

The part Jo of the action integral corresponding to Lo in (8.10) is to be 
varied with respect to and g^v. This term is present also in the case of an 
electromagnetic field in vacuum. One obtains after some calculation (for 
details, see Fock<49), §§ 47, 48)

0J0 = - i J (T^F/ - - gdx

- jVvF^v ô*A^j/- gdx. (8.20)

Here use has been made of the relations <5*|/- g = - i|/~ 
g^vô*g^lv = - g^và^g^v. By virtue of (8.18) the first term in (8.20) can be 
transformed, so that

ÔJ„ - (8.21)

We shall now give the detailed calculation for the action term J' corres­
ponding to 7/ in (8.10). Variations are here to be taken with respect to 
A1“, g^v and VF Let us first calculate the contribution from the potentials and 
write
W - - f- -4|>V“(d,(<5*Aa-d^A^—gdx,

since and d* commute. By partial integrations then

bAJ' = - 4Jvv(F^Vv - FvV^Ô*A^~gdx, (8.22)

where we have exploited the antisymmetry property of the expression in the 
parenthesis.

The variation with respect to the metric tensor is handled in the same 
way, and we get by means of (8.18)

5*
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àgJ' = - 2'2 JFtiFv^- 9^9^ - ik “ 99flv9aßö*9Ctß}dx

“ - |J(8 23)
-|J{vJ(f/zf«-j^fV]

- Va (F^ Fa - 4 g* Fß F?) J/ - g dx.

Since the first term in this expression involves the covariant derivative of the 
product of a scalar and a four-vector, we can write this term as

- IJ 9(F„F“ - (8-24)

and transform into an integral over the boundary. Therefore this term 
vanishes. It remains

àgJ' = ^Jvr(F^Fr-|^FaFa)^|/-øcte. (8.25)

Finally we consider the variations connected with the velocity. By means 
of (8.15) we have

<W' - -|jFajUFa(V’’V,,f'‘-£,’V,,O‘)|/^<te. (8.26)

Performing a partial integration we obtain, apart from an integral similar to 
(8.24)

<W' “ “ IJ lV-<W‘V’’> + V“ VW~ (8-27) 

Similarly we can evaluate the contributions from the term L" in (8.10). 
We give the results:

6AJ" -|JvJ(^“V’’-£raV'I)Fa]<5MM|/^dx (8.28a)

<5,./" - (8.28b)

<W” - - IJ [VX^F^^V”) + (8.28c)
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V ( Ffi Fa) + FV Fa ]/- 9 dæ- (8.28(1)

In the last equation we have made use of (8.19).
Now we are able to write down the total variation ÔJ, where ô = ôA + 

ôg + + ôE. We obtain

(8.29)

In this relation (5*A^ and are not independent, but related through (8.16). 
However, we do not have to express <5*A/Z by in (8.29) since we know 
that L is the Lagrangian for the field in interaction with the medium. There­
fore the coefficient of <5*A„ must be equal to zero, as we also see by virtue 
of (8.7) and (8.4b).

Now the are arbitrary at each point. This means that during the 
displacement period the dielectric in general will not move as a rigid body, 
but the bulk density will vary throughout the body. However, even under 
this deformation process the Lagrangian (8.10) is permitted, since Max­
well’s equations are assumed to be valid within the body also when it 
becomes inhomogeneous, with the small velocity changes that appear 
because of the deformations. So Maxwell’s equations do not restrict the 
variations and we obtain from (8.29)

where

M 1 1V„s/ - -2F„(F“ - A>)v„ V” + (8.30)

.W

is Minkowski’s tensor. We now introduce Galilean coordinates and use 
that dflVv = 0 for the undisturbed body, whence

(8.31)
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We should like to mention the possibility of requiring the body to move 
as a rigid body under the deformation period in some coordinate system. 
Then the variations of one world line can be chosen arbitrarily, but the 
variations on the surface I = constant will now be determined by the metric 
tensor. Because of the relativity of simultaneity however, deformations will 
in general occur in another coordinate system. Besides, this type of variation 
does not lead to the strong result (8.30). To see this, let us confine ourselves 
to Galilean coordinates, in which the restriction reads £fl = constant on an 
arbitrary hypersurface t = constant in some inertial system. If we let %fl 
mean the difference between the left and the right sides of (8.31), we can 
write (8.29) as 

0 (8.32)

from which we can only conclude that the volume integral d3.r//z = 0.

Let us now return to the main result (8.31) emerging from the formalism. 
It should be clear that this result is only a certain combination of Maxwell’s 
equations. We could equivalently write eq. (8.31) in terms of Abraham’s 
tensor, or any other expression. Apart from the statement of the Lagrangian 
(8.10), the subsequent calculation is of merely mathematical nature.

The present behaviour arises from the fact that the Lagrangian (8.10) 
does not describe the total physical system. If the Lagrangian had been 
complete, then we could further have reduced the expression for the 
variation of the action integral in view of the mechanical equations of 
motion, and would have been left with the total energy-momentum tensor as 
a result of the remaining variations. In some earlier treatments the elec­
tromagnetic energy-momentum tensor was claimed to be determined simply 
by the variation of the action integral with respect to the metric tensor. As 
mentioned above, Horvath(47, 48) has emphasized the ambiguity of such a 
procedure. Further, H. G. Sciiöpe(50) has objected against certain calcul- 
ational inconsistencies in the earlier attempts. The works of Horvath and 
Schöpf contain references to the preceding literature.

In the treatment up till now we have generated all variations from 
coordinate transformations, since this seems to be the simplest kind of 
approach. However, one will commonly find another method used in order 
to calculate the variation of the velocity (3> 50) 51). Namely to preserve the 
relation

l',< V’“ = - c2 (8.33)
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also after the variation, one introduces Lagrange variables a (Â = 1, 2, 3, 0) 
to describe the medium, where a0 = p is an arbitrary invariant parameter of 
the nature of a time. Then, writing

v„ _ cdx^/dp (8 34)
[/- gxß dxx/dpdxß/dp

the relation (8.33) is identically satisfied. But when evaluating the variation 
of Vfl given by (8.34), the change in the gyß must also be taken into account. 
In this way the are considered as arbitrary. However, we see that this 
procedure is necessary only if the Lagrangian obeys an action principle 
with respect to the x^1. In the case of an electromagnetic field in vacuum 
interacting with incoherent matter, as treated by Fock<49) for example, the 
given Lagrangian corresponds to the total system and must therefore yield 
the equations of motion of matter when the arbitrary ^-variations are taken 
in a fixed system of reference. Therefore one must take the restriction given 
by (8.33) into account, for instance by the parametrical representation 
(8.34). Another method has been given by L. Infeld<52, 53); the method 
consists in introducing a Lagrangian multiplier Â to take care of the degree 
of freedom being lost by (8.33).

In our case, the Lagrangian L given by (8.10) obeys an action principle 
only with respect to the potentials; the ^“-variations are consequences of 
coordinate transformations which preserve the condition (8.33) auto­
matically. Therefore no attention was paid to the restriction (8.33) in the 
calculation above. But it is not incorrect to use the representation (8.34). 
We then obtain instead of (8.15) the velocity variation

(8.35) 
c

when the change in the gxß is taken into account. However when evaluating 
the ^-variations, we vary also the gy_ß in (8.34), so that

= - ~VtlVoVvà*9vn = ~ (8.36)

where (8.18) has been inserted. We see that in the total velocity variation 
(3'* + the expression (8.36) compensates the last term in (8.35), so 
that we end up with a certain combination of Maxwell’s equations, as 
before.
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Similarly, by using Infeed’s method, the multiplier A drops out of the 
calculation.

We mention that in the case of isotropic media (fluids) some at- 
tempts<54’ 50) have been made to complete the Lagrangian so as to make 
the system closed. In such a case the Lagrangian has to obey a variational 
principle also with respect to coordinate variations, so that one may use the 
representation (8.34). In this way the total energy-momentum tensor has 
been found to be given by Abraham’s tensor plus the hydrodynamical tensor.

The consistency of such a procedure may be illustrated by the following 
consideration. We first tentatively write the Lagrangian density for the 
total system as

+ («-37)

where x = (n2 - l)/c2, F/t = 7ÿ/vVrV, and om is the invariant rest mass density 
of the fluid. If we now perform coordinate variations (for fixed metric) and 
evaluate the contribution to the action integral which arises from (he second 

term to the right in (8.37), we find the expression gdr due to the

velocity variations (8.35). Here /'j' means Abraham’s force density written 
in general coordinates. Therefore the coordinate variations, which effect 
only the two last terms in (8.37), lead to the hydrodynamical equations of 
motion with Abraham’s force as the external force. This result is compatible 
with the interpretation we found in section 3, and this is the crucial point, 
since it permits the adoption of (8.37) as the correct Lagrangian density 
for the total system. If we then perform an infinitesimal coordinate trans­
formation so that the action integral remains invariant, we see that the 
coefficients in front of and vanish in view of the field equations and 
the equations of motion, so that we are left with a divergence-free total 
energy-momentum tensor in front of à'-gllv which is equal to the sum of 
Abraham’s tensor and the hydrodynamical tensor.

Note that the present direct connection between the variation of the 
metric tensor and the energy-momentum tensor, and between the remaining 
variations and the equations of motion, is lost if we employ our first method 
and generate all variations from coordinate transformations. Thus, if we 
use the Lagrangian (8.10), a variation of the action integral (8.11) with 
respect to the metric tensor leads to Abraham’s tensor only if both (8.18) 
and (8.36) are taken into account. However, in order to analyse how the 
conservation equations emerge from the formalism when (8.10) is used, our 
first method is simpler.
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Final remarks on the Sagnac-type experiment
The last task that we shall take up in our work is to give an extended 

analysis of the recent Sagnac-type experiment due to Heer, Little and 
Bupp(55) which we considered in sect. 9 of I in connection with Minkowski’s 
tensor. We shall examine how this experiment is explained by the other 
tensors.

Let us briefly recall the essential features of the experiment. The 
apparatus is a triangular ring laser giving rise to two travelling electro­
magnetic waves in the cavity, one circulating clockwise and the other 
counterclockwise. A dielectric medium is placed in the light path. When the 
system is at rest the photon frequencies in the two wave modes are equal. 
If the cavity is set into rotation with an angular velocity £?, the photon 
frequencies of the two beams become different from each other and the 
beams interfere to produce beats which are counted. With Minkowski’s 
tensor the energy density \VM for one of the modes in the noninertial cavity 
frame is related to the energy density W° for this mode in an instantaneous 
inertial rest frame by

WM = W° + -ß • [r x (Ex H)], (8.38)
c

where the fields refer to the mode considered, and are evaluated for Q = 0 
since only effects to the first order in £? are investigated. Further, within this 
approximation the total field energy in the cavity frame is a conserved 
quantity, so that we obtain the formula (I, 9-6) for the relative frequency 
shift .

/Av\m ‘ \ r x (E x H)dV
- H-f-2------------ • <8’39>\v / c \ (E ■ D + H ■ B)dV

In the plane wave approximation the agreement between (8.39) and the 
observed data is excellent, and the authors conclude that lheir experiment 
supports the asymmetric Minkowski’s tensor.

As we shall see now, the above conclusion should be somewhat modified: 
The experiment represents a nice verification of the predictions of pheno­
menological electrodynamics, but it is not a critical test of the convenience of 
Minkowski’s tensor as compared to all other tensor forms. In fact, both 
Abraham’s tensor and the radiation tensor give an equivalent description of 
the experiment. For we have in any case, to the first order in Q, the following 
formula for the energy density in the cavity frame:



74 Nr. 13

W = W0 + ^-k-S4k, (8.40)
.944

where g.lv is the metric tensor in the cavity frame and the superscript zero 
refers to the instantaneous rest inertial frame. Since the tensor components 
S4V are equal for Minkowski’s and Abraham’s tensors and also for the radi­
ation tensor, we must obtain the same value for W. Therefore, in any of 
these cases, we can put the conserved total field energy of each mode propor­
tional to the corresponding photon frequency, and obtain again the funda­
mental formula (8.39).

Note that the equivalence of the above three tensors with respect to the 
energy balance in the cavity frame holds for all participating terms. The 
energy balance reads in general

v,V “ = -/4, (8.41)
[ - g ox K

but it can be verified that the term involving the Christoffel symbol 
yields no contribution to the first order in P. Moreover, by performing a 
coordinate transformation between the inertial frame and the cavity frame 
we find that /4 = 0, even in the Abraham case, and that the components S4* 
take on common values. In all the three cases considered we can thus write 
the energy balance as dvS4v = 0, with common values for the tensor 
components.

Finally we note that with the de Groot-Suttorp tensor (1.9), complic­
ations arise because the expression for W° is changed. In this case the force 
component f4 is different from zero, yet the total field energy is a conserved 
quantity in the cavity frame since /4 fluctuates away when integrated over 
the volume. However, we do not now obtain the expression (8.39) for the 
relative frequency shift; in fact, if we put the total energy proportional 
to the photon frequency for each mode we find the formula (Jp/p)G = 
(^m7^g°)(ZId/d)m, in disagreement with experiment. This tensor seems in 
general not to be suitable for the description of propagating waves, since in 
an inertial rest frame the magnitude of the quantity SG°I\VG° is different 
from c/n.
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Appendix

The table below gives a summary of the behaviour of the various energy­
momentum tensors in those examined physical situations which are of 
experimental interest. References are given to those sections of Part I or 
Part II where the actual subject has been investigated. Cf. also the summaries 
in the introductory sections of I and II.



76 Nr. 13

Situation considered a) Minkowski b) Abraham c) Radiation tensor 
(Marx et al ; Beck)

d) Ein­
stein
- Laub

e) de 
Groot- 
Suttorp 
(first 
version)

Dielectric isotropic 
or anisotropic body 
surrounded by a va­
cuum or isotropic li­
quid and acted upon 
by an electrostatic 
field : Measurement 
of force or torque.

Within an anisotro­
pic body the tensor 
asymmetry is of main 
importance for the 
torque. I, sect. 3; II, 
sect. 2.
No experimental dist 
sect. 2.

Torque always de­
scribed in terms of 
the force.
II, sect. 2.

inction possible. II,

Not defined in this
case.

Same experimental 
result as in the cases 
a) and b). II, sect. 2.

Excess pressure pro­
duced in a dielectric 
liquid by an electro­
static field: Hakim- 
Higham experiment.

In this case the electrostrictive terms 
must be taken into account. Thereby one 
obtains a tensor which yields Helmholtz’ 
force, and which is in agreement with the 
second tensor form put forward by de 
Groot and Suttorp. Good agreement with 
experiment. II, sect. 2.

Not defined in this 
case.

Force density equal 
to Kelvin’s force. 
Disagreement with 
experiment. II, 
sect. 2.

Radiation pressure 
exerted by an elec­
tromagnetic wave 
travelling through a 
dielectric liquid: 
Jones-Richards ex­
periment.

Good agreement with 
experiment. Simple 
interpretation. I, 
sect. 6; II, sect. 3.

Equivalent to case 
a), when the appro­
priate interpretation 
is imposed. II, sect. 3.

Disagreement with 
experiment. II, 
sect. 3.

Inconvenient.

Dielectric isotropic 
or anisotropic body 
surrounded by a va­
cuum and acted upon 
by a high-frequency 
field : Measurement 
of force or torque 
(Barlow’ experiment, 
Beth experiment, 
etc.).

No experimental distinction possible. II, 
sect. 4.

Defined for isotropic 
media only. Same 
experimental result 
as in the cases a) and 
b), although the 
direction and magni­
tude of the surface 
force in general are 
different. II, sect. 4.

Same experimental 
result as in the cases 
a)-c).

Dielectric isotropic 
or anisotropic body 
surrounded by a li­
quid and acted upon 
by a high-frequency 
field: Measurement 
of force or torque 
(experiment not per­
formed).

No experimental distinction possible. II, 
sect. 4.

Experiment of the 
Barlow type should 
represent a critical 
test. II, sect. 4.

Experiment of the 
Barlow type should 
also here be critical. 
The torque formula 
is different from the 
formulas correspond­
ing to the cases a)-c). 
II, sect. 4.
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Situation considered a) Minkowski b) Abraham c) Radiation tensor 
(Marx et al ; Beck)

d) Ein­
stein- 
Laub

e) de 
Groot- 
Suttorp 
(first 
version)

Low-frequency vari­
ation of electric and 
magnetic fields : Mea­
surement of oscilla­
tions of a suspended 
dielectric shell (expe­
riment not perfor­
med).

Does not predict 
oscillations.
The equivalence betv 
not apply to this ca 
distinction should be

Predicts oscillations.

,'een the tensors does 
se. An experimental 
possible. II, sect. 4.

Same behaviour as 
sect. 4.

in the case b). II,

Cerenkov effect. Good agreement with 
the experiments. 
Simple interpreta­
tion. I, sect. 10; II, 
sect. 5 and 7.

Equivalent to case 
a), when the appro­
priate interpretation 
is imposed. II, sect. 5 
and 7.

Leads to unphysical 
value for the Ceren­
kov angle. II, sect. 5.

Inconvenient.

Velocity of the ener­
gy of an optical wave 
in a uniformly mov­
ing body: Fizeau 
type experiments.

Good agreement with 
the experiments. The 
von Laue-Moller 
transformation cri­
terion is fulfilled. I, 
sect. 9; II. sect. 7.

Equivalent to case 
a), when the appro­
priate interpretation 
is imposed, 11, sect. 7.

Same behaviour as 
in the case a).

Inconvenient.

Sagnac-type experi­
ment performed by 
Heer, Little, Bupp.

Good agreement with experiment. I, sect. 9; II, sect. 8. Inconvenient.
II, sect. 8.
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Synopsis
Energetic atomic particles slowing down in a solid or a gas create cascades of atomic col­

lisions. This paper deals with the spatial distribution of the energy dissipated within the cascades, 
at the end of the slowing-down process. This distribution is of central interest in the theory of 
radiation damage and sputtering. An integro-differential equation determining the distribution 
function is derived under the assumption of random slowing down in an infinite medium. A set 
of equations is derived determining spatial moments over the distribution functions, and the 
moment equations are solved explicitly under the assumption of elastic scattering with power­
law cross sections. The theory applies to heavy ions or recoil atoms in the keV range (for lighter 
ions only in the lower keV range), slowing down in a (monatomic or polyatomic) target under 
conditions where crystal lattice effects may be neglected. Moments over the distribution are 
tabulated for a wide range of mass ratios and several exponents in the Lindhard power cross 
section, and are compared to corresponding moments over the distribution of ion ranges. Several 
methods of constructing distributions from spatial moments are discussed, and some typical 
energy and range distributions are presented, both in one dimension (depth distribution) and 
three dimensions. A brief discussion of the experimental situation concludes the paper.
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1. Introduction

his is the first of a series of papers dealing with the spatial extension of
A radiation damage induced by energetic atomic particles bombarding a 
random target. The term radiation damage is used in a rather general sense 
to comprise a number of changes in physical properties that may be con­
sidered stable on a time scale determined by the slowing down of the pri­
mary particle, such as lattice defects, disordering, ionization, dissociation, 
etc. The bombarding particles may come from an external source such as 
ions from an accelerator, or from internal sources such as recoil atoms 
from radioactive decays or collisions caused by fast neutrons in a reactor. 
The targets may be gases, liquids, amorphous solids and, with some re­
strictions, crystalline solids.

Since radiation damage is a consequence of the deposition of the energy 
of the bombarding particle in the target, the spatial distribution of deposited 
energy is of primary interest for all damage effects that are proportional 
to the amount of energy deposited, and for emission phenomena like sput­
tering and secondary electron emission.

In general the energy of the primary particle will be shared between 
atoms and electrons of the target. It is necessary to separate these two con­
tributions since the slowing-down behaviour of electrons and atoms is dif­
ferent. A further separation may have to be made when the target consists 
of more than one kind of atom.

In this first paper we deal with the comparatively simple case of a heavy 
ion or atom slowing down by binary elastic collisions, i. e. slow enough 
that the energy dissipated among electrons may be neglected as a first ap­
proximation. This is a useful starting point since many calculations can be 
performed by exact methods. The results should be appropriate for keV 
ions, the actual energy limit being determined by the atomic numbers of 
the ion and the target.
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It turns out that the equations governing the spatial distribution of de­
posited energy are much like those determining the distribution of ion 
ranges. Both sets of equations can be solved by applying the same methods, 
and sometimes even the quantitative results are rather similar. We shall 
compare ion ranges and damage distributions extensively. One major 
reason is that very accurate measurements of range distributions have been 
done, while existing measurements of damage distributions suffer from 
various kinds of uncertainties.

The basic physical assumptions entering the theory are essentially those 
formulated by Lindiiard and his colleagues in a series of three papers 
published in this journal (Lindiiard et al., 19G3a, b, 1968). The mathemat­
ical formalism has been described in detail by one of us (Sanders, 1968a, 
b, 1969). Parts of the present work have been presented at a recent con­
ference (Sigmund & Sanders, 1967), and some results have been utilized 
in more specific applications (Sigmund et al., 1968; Sigmund, 1968, 1969a). 
In Section 2 we briefly summarize the scattering cross sections used in the 
present paper and discuss a zero order approximation to the damage distri­
bution, based only on the specific energy loss. Integral equations deter­
mining energy distributions are derived in Section 3, and special care is 
taken to make the notation general enough to enable us to use the same 
equations under less restrictive assumptions. In Section 4 we consider 
equations determining moments over the damage distribution, and in 
Section 5 these equations are solved. While our previous calculations 
(Sigmund & Sanders, 1967) were done on a desk calculator, the present 
results were obtained by computer. This allows getting higher moments 
than previously and thus constructing distribution functions from the 
moments with more accuracy. Section 6 is devoted to this problem. Nu­
merical results are presented in Section 7, and Section 8 contains a com­
parison with experimental and computer work.

2. Scattering & Stopping Cross Sections
Elastic Scattering

For screened Coulomb interaction between an ion and an atom or between two 
atoms Lindiiard et al. (1968) derived the following approximate form of the dif­
ferential cross section:

where

= 7ia2^2/’(/1/2)’
(1)
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f - e^TlTm,
Tm — ?E,
E = initial energy,
T = recoil energy, 0 < T < Tm,
y = + Af2)2,
M\ = mass of scattered particle,
M2 = mass of recoiling particle,

/ M2E \/ZiZ2e2\~1 (la)
e~\M1 + M2)\ a J ’

Zi = atomic number of scattered particle,
Z2 = atomic number of recoiling particle,
a = screening radius,
ft/1/2) is a function that depends on the assumed form of the screening 
function.

The last two quantities are not accurately known. We shall follow Lindiiard 
et al. (1968) and use the screening radius

a = 0.8853 a0 Z~W (2)
where

Z2/3 = Zi2/2 + Z22/3, (2 a)

ciQ = ft2/me2 = 0.529 Å.

The function ft/1/2) has been calculated for the collision of neutral Thomas- 
Fermi atoms. Fig. 1 shows Lindhard’s ft/1/2) together with an analytical approx­
imation

ftft/1/2) = A'/l/6[l + (2/72/3)2/3]-3/2, (3)
where

Â' = 1.309.

We determined E by least-squares fit to the numerical curve. It is seen that the two 
curves agree to well within the accuracy of the Thomas-Fermi approximation.

At small t eq. (3) goes over into ft/1/2) = Â71/6, which is a special case of the 
power approximation (Lindhard et al., 1968)

ft/1/2) = Wl/2-^. (4)

Figure 1 also shows three examples of (4) for m = 1/3, 1/2 and 1 with

/1/3 = r = 1.309; /1/2 = 0.327; = 0.5. (4 a)

It is seen that the case m = 1/3 is an excellent approximation at small values 
of t, m = 1/2 is a reasonable over-all approximation, and m = 1 (Rutherford 
scattering) is appropriate for t )) 1. In general (4) describes approximately the 
scattering from a potential of the form V(r) x r~1/'m.

In the following paragraphs we work only with the cross sections of (4) for sev­
eral values of m since they allow simple analytic solution of the integral equations 
for range and damage distributions. From (1), (la) and (4) we obtain
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IO3 IO’2 IO1 i io

tl/2
Fig. 1. Reduced Differential Cross Sections Calculated from Thomas-Fermi Potential. Thick 
solid line: Lindhard’s numerical result. Dashed line: eq. (3). Thin solid lines: Power cross sec­

tions, eq. (4).

where
du = CE~mT^~mdT,

C
^Mip(2ZiZ2e2j2m

(5)

(5 a)

Apart from the above three choices, we have made numerical calculations with 
m = 2/3, 1/4, 1/8, and 1/16. While there is no specific energy region in Fig. 1 where 
any of these exponents would provide a particularly useful approximation to f(Z1/2) 
such calculations give an indication of how sensitive a quantity is to the shape of 
the differential cross section.

Calculations with the more accurate cross section (3) have also been performed. 
These can be done either analytically or numerically. In order that these results 
allow a more quantitative comparison with experiment than is possible on the basis 
of power cross sections it is necessary at the same time to include the effect of 
electronic energy loss. This work will be published separately.

To estimate the range of validity of the power cross sections it is convenient to 
consider the stopping cross section

1 dE r
S,E> =~NäR- ]

0

Tdu, (6)
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Fig. 2. Reduced Nuclear Stopping Cross Sections Calculated from Thomas-Fermi Potential.
Thick solid line: Lindhard’s numerical result. Dashed line: Integrated from eq. (3). Thin solid 

lines: eq. (10).

where dE/dR is the specific energy loss and N the density of atoms in the target, 
and the path length,

E
r dE

R(E) = --------- . (7)J NS(E) v ’
o

In dimensionless units (Lindhard et al. 1968), these read

£
s(e) = = I fw1/2)^1/2, (8)

0
and

e
c de 

eV) = ; ?J s(e)
0

where
q = RNna^y. (9 a)

Fig. 2 compares Lindhard’s numerical curve with the one following from (3) 
by integration and the power laws
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Fig. 3. Reduced Path Lengths. Dashed line: Integrated from eq. (3). Thin solid lines: eq. (11).

s(e) = -----—----gl-2m (10)
2(1 -m)

corresponding to
Q

S(E) = --------?l-wi£l-2m. (ip a)
1 - in

Fig. 3 compares the path length following from eq. (3) with the power law patli 
lengths

i?(£) = (—-m)£2^. (ii)

If ~ 20 °/0 accuracy in both stopping and path length is required for the power 
cross-sections to be acceptable we obtain the following ranges of validity:

m = 1/3 for e < 0.2 I
~ J (12)

m = 1/2 for 0.08 < e < 2. J

Note also that the power law stopping with m = 1/3 is indistinguishable from 
the Lindhard stopping on the scale of the figure for e < 0.02, while the path length 
figure indicates that the m = 1/2 stopping cross-section is a reasonable overall 
approximation. (Bohr 1948; Nielsen, 1956). At very low energies all these cross 
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sections should be taken with caution since the Thomas-Fermi treatment becomes 
questionable.

It may be noted that in a previous communication (Sigmund & Sanders, 1967) 
we used a slightly different coefficient in the power cross section for m = 1/3 (Â1/3 = 
1.19), and energy limits that differed from eq. (12). This is because both were de­
termined only from the range-energy relationship.

Electronic Energy Loss
According to Lindhard & Scharff (1961) electronic stopping can be approx­

imated by
de\— = - A-eVa for E < z^FAi • 25 keV, (13)

where k is of the order of 0.1 to 0.2 except for Zi << Z2 where A can become larger
than 1. Ai is the atomic weight of the ion. Thus, for e < 1 electronic stopping is
usually a minor correction, unless Zi 10 Z2, when it may not be neglected
(Schiøtt, 1966).

Deposited Energy: Simple Estimate

Lindhard et al. (1963 b) established their basic range vs. energy rela­
tionship by evaluating the integral of eq. (9). This would be appropriate 
for continuous slowing down along a straight line. Subsequently they showed 
that (9) is a good approximation to the total travelled path length even 
when the slowing down is not continuous, and that the path length does 
not deviate much from the projected range as long as Mi >M2. It is tempting 
to make a similar estimate for the deposited energy. For purely elastic stop­
ping the amount of energy deposited in primary collisions on the path ele­
ment dx is given by

dE = N S(E(x)) dx = F(x) dx (14)

where x is the path length travelled from the initial energy E down to energy 
E(x). Eq. (14) defines a depth distribution function F(x) of energy loss, 
which neglects the fact that energy is carried away by recoiling atoms.

For the case of the power cross section, equation (5), we obtain, by 
inserting (10 a) into (7),

(15)

and, from (10 a) and (14),
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for 0 < æ < Il

0 otherwise.

(16)

It is easily verified from (16) that

1 f 2m
Or) = xF(x)dx = ---------11-,

E J 1 +2m— 00
<Zlrr2) <æ2) — <x)2 1
<x)2 0r>2 1 + 4zn

(17)

(18)

(19)

Eq. (17) states that the total amount of energy deposited along the whole 
trajectory is just the initially available kinetic energy, and (18, 19) deter­
mine the center and the width of the distribution. The path length R(E) 
is an appropriate length unit to eliminate the explicit dependence on energy.

In fact, it will be seen in the following that, provided a number of sim­
plifying assumptions can be made, the path length R(E) as given by eq. 
(15) is a length unit that determines the energy dependence of the extension 
of the collision cascade in all three dimensions. Hence, within the limit of 
the power cross section the shape of the cascade can be considered in­
dependent of energy. This is one of the simplifying features of the power 
cross section.

The two major simplifications leading to eqs. (18) and (19) are the 
assumption of motion along a straight line, which breaks down for M1ZM2, 
and the neglect of energy transported a measurable distance away from 
the particle trajectory by energetic recoil atoms. Since the latter assump­
tion becomes questionable for M1ZM2 we have to conclude that (14) is 
probably less useful than eq. (7).

Estimates of the type discussed in this paragraph are more successful 
al high ion energies when the slowing down of the ion is governed by elec­
tronic stopping. Then, the ion trajectory becomes straightened out even for 
Mi « M2, and the recoil ranges tend to become relatively small as com­
pared to ion ranges unless Mi » M2. Obviously, eq. (17) is no longer valid 
then. An estimate of this type has been made previously (Sigmund & San-
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DERS, 1967). Brice (197Ü) improved the procedure by taking into account 
energy loss straggling and path length correction as well as electronic energy 
loss by recoil atoms. Brice’s approach is feasible if none of the three cor­
rections has a dominating effect on the distribution. The finite range of 
recoiling atoms was neglected.*

3. Basic Integral Equations

It is well known that the distribution of ion ranges in a random medium 
is determined by an integro-difl'erential equation of the transport type. The 
same is true for the distribution of deposited energy. There is, however, 
a major difference between the two distributions. For any single ion path 
the range distribution shrinks to one point, namely the end point of the 
ion’s trajectory. The distribution is then generated by repeating the slowing­
down process a sufficiently large number of times with the same initial 
conditions. For any single ion path however, the distribution of deposited 
energy extends over a region whose dimensions are expected to be of the 
order of the ion range. If we repeat the slowing down process many times 
with the same initial conditions, these distributions will be superimposed to 
create a distribution that, in general, extends over a larger region in space. 
Hence, while the range distribution contains all information that can pos­
sibly be obtained about the end points of the ion trajectories for random 
slowing down, the spatial distribution of deposited energy will in general 
not contain all possible information about the location of energy at the end 
of the slowing-down process: for example, one could also inquire about the 
energy distribution given the projectile’s path, or end point. Whether the 
information contained in the distribution function of deposited energy is 
sufficient depends on the specific experimental situation. If it is not, one 
has to consider correlation functions. These will be investigated in another 
paper.

Average Deposited Energy

We first consider a monatomic, random, and infinite medium charac­
terized by an atomic number Z%, atomic mass M2, density of atoms N; and 
a projectile of the same type (z^2,M2) starting its motion at a point r = 0 
with a velocity v\ Only binary collisions are considered. The energy or 
damage distribution function, F(r,p), is defined so that F(r ,u)d3r is the 

♦Note added in proof: Comparison with recent results of P. Sigmund, M. T. Matthies, 
and D.L. Phillips (to be publ.) shows that for equal masses of target and projectile, Brice’s 
approach is valid for e )) 1.
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average amount of energy located in the volume element (Z,d3r), after both 
the projectile and all recoiling atoms have slowed down below a certain 
energy limit that is very small compared to the initial energy. In most nu­
merical calculations in this paper we take this limiting energy to be zero; 
we discuss this assumption in a subsequent paragraph. It is implied that the 
time after which the location of energy is determined is long enough to 
ensure that energy no longer propagates any appreciable distance via col­
lision processes, but short enough to prevent sound waves from carrying 
the energy away. (The time constant for slowing-down is of the order of 
10“13 seconds for keV ions, i.e. of the order of only one lattice vibrational 
period).

For the moment we neglect the binding forces acting on target atoms. 
Then, from the definition and energy conservation it follows that

J F(7,lT )d3r = E.

F(r ,v) satisfies the integral equation

V' = velocity of scattered particle; 
it" = velocity of recoiling atom;
do = differential cross section = KCvlit'lit")d‘'dt'(Fit" -, 

(20)

(21)

(21a)

(21) is analogous to the integral equation for the vector range (Sanders 
1968 a) and is also derived in the same way. The argument follows that 
of Lindhard et al. (1963a, b), and, briefly, is this. The distribution F is 
that due to a particle starting at the origin with velocity v. After this original 
particle has moved a short vector distance ÔR there is one particle at ÔR 
with velocity zZ, if no scattering has taken place, or, if a collision has taken 
place, with probability N\ôR\do, two moving particles, with velocities it' 
and It". The original distribution must be the same as the superposition 
of distributions with these new initial conditions. Thus, to first order in ÔR, 
and using the translational invariance of the medium,

F(7,7T) = AWIJda[FÇr^'} + F(7,7T")] + (1 - N|dFl Jdo'yFÇr - ÔR,lt) (22) 
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where the integrations are over all possible (binary) collisions. Expanding 
the second term on the right to first order in ÔR, and using ôR/\ôR\ = lt/v, 
we obtain eq. (21).

We now proceed to the case of a monatomic medium, characterized 
by Z2, M2, N, and bombarded by a projectile with atomic number Zi and 
mass Mi. We have to distinguish between the function F(~r~,~v) defined as 
before (i.e., for a bombarding target atom) and a new function F(i)(Fjr) 
that determines the spatial distribution of energy as a consequence of the 
projectile ion (Zi,Mi) slowing down from velocity It. Collisions between the 
ion and target atoms are described by a cross section do-(i), while da still 
describes collisions between target atoms. By the same argument as previ­
ously we obtain

J F(i)( r jT)d3r = E; (23)

and

~ J^F(1)(r>’^) = - ^(ïstf'')]. (24)

The essential difference between (21) and (24) is that the former is 
homogeneous while the latter contains F(F,~v") as an inhomogeneity. This 
is a major complication of the computational work as compared to the 
range distribution F(R)(r~,~v) where we have (Sanders, 1968a)

I F{fi)( r\v)d3r = 1

- --^.F(R)(r~,~v) = 2V daw[F(R)(r,~v) - F(R)(t,F')] 
vor J

(25)

(26)

for either equal or unequal masses.
Next, we consider the case of a polyatomic medium containing atoms 

of type j ÇZj,Mj), (j = 2,3,4. .), where collisions between atoms i (striking) 
and 7 (struck) are described by a cross section dogj). We deline F^^Ç r , a )d3r 
as the average amount of energy located in the volume element d3r as kinetic 
energy of atoms of type 7, as a consequence of an atom of type i slowing 
down from a point r = 0 with initial velocity fT. By generalizing the previous 
argument we obtain

2 F<ij)(z^)d3r = E> (27)

and
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7,1t) - F(i/)( r,~v') - . (28)

Eqs. (27) and (28) are in general not sufficient to determine F 
uniquely. Also, the sharing of energy between the various components of 
the system may lead to conceptual difficulties, especially in solids. In many 
practical problems F(ij)(F,u) may not even be of interest. One may need 
only the simpler energy distribution functions 

J

that determine the location of energy irrespective of its distribution among 
the constituent atoms. These satisfy the following equations:

J F(f)(7,4T)d3r = E

and

- ~^.F&Çrjï) = ^(ik)[F(i)(T,~u) - F(i)Ç/,7t') - Fa)(^,^'')]

(27 a)

(28a)

which follow immediately from (27) and (28). Eq. (28a) represents a system 
of as many coupled integro-differential equations as there are components 
in the system. Once all F(/)(r>,n>) have been determined—which may be a 
cumbersome procedure—it is relatively easy to determine the function F(p 
determining the deposited energy in a poly-atomic medium bombarded by 
an ion (Zi,Afi) that is different from any of its components. We obtain

i.e. only one additional equation containing all F(k) as inhomogeneities. 
The corresponding equations for the ion range are

J F(JR)(Z,’iT)tZ3r = 1,

v dr
F(R)(r',~v) =

k
dk)[F(R)Çr^v} - F(R){rïu’')\. (26a)



Nr. 14 17

Special cases of (26a) have been considered by Sanders (1968a), 
Schiøtt (1968), and Baroody (1969).

A number of other authors have used integral equations of this type to 
investigate ion ranges (Holmes & Leibfried, 1960; Leibfried, 1962, 1963; 
Baroody, 1964, 1965; Leibfried & Mika, 1965) and damage distributions 
(Corciovei et al., 1962, 1963, 1966; v. Jan., 1964; Dederichs, 1965; 
Dederichs et al., 1966). All the work on damage distributions and part of 
the range work dealt only with the equal mass case. Furthermore, all of these 
investigations except the one by Baroody (1965) used hard-sphere or hard- 
sphere-like scattering in the numerical work. We have shown in an earlier 
communication (Sigmund & Sanders, 1967) that hard-sphere scattering is 
too poor an approximation to allow quantitative conclusions, and sometimes 
even produces results that diller qualitatively from those obtained with the 
(more accurate) power cross sections.

Finally we mention that the integral equations derived in this paragraph 
are rather general and apply also to situations other than heavy ions slowing 
down by elastic collisions. As long as the cross sections are not specified 
the equations apply as well to moving electrons, neutrons, etc., and the 
different components of the system in (28) may also be electrons on the 
one side and atoms on the other. In this case, of course, the conventional 
picture of a series of successive two-particle collisions is not necessarily 
applicable. For example, from one impact of an ion on an atom there may 
arise several energetic electrons. In such a case the recoil term FÇr~,~u") 
in (24) or any equivalent equation has to be replaced by ^F(v,)Çr,~v'v"') 

V
which is the sum of the contributions to F(r,v) of all particles originating 
from a collision (Lindhard et al., 1963 a, b). These more general cases will 
be dealt with in a later paper.

Deposited Energy: Relation to Damage Effects

In the foregoing paragraph we assumed that the process of dissipation 
of kinetic energy can continue to arbitrarily low particle energies, via binary 
collisions between freely moving atoms. Obviously, at low particle energies 
the effects of atomic binding have to be considered. We limit our discussion 
to a solid target, which may be amorphous or crystalline, the effects of regular 
lattice structure on slowing down being neglected. Two effects of potential 
energy appear to be dominant.

a) There will be a certain minimum energy W for a particle either to 
get displaced “permanently” from its original position or to displace other 

Mat.l’ys.Medd.Dan.Vid.Selsk. 37, no. 14. 2 
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atoms. This has the immediate consequence that the quantity E2m/NC is 
no longer a universal length unit, since e.g. W2m/NC also has the dimension 
of a length. IV may be a function of the position of the atom and its direction 
of motion. In the bulk, IV is the order of the radiation damage threshold 
energy Ea (~ 10 — 100 eV), while considerably smaller values of W are 
expected at and near the surface. The energy lost in subthreshold collisions 
(T < IV) will normally be converted into heat and thus not be of interest 
to radiation damage (except that subthreshold collisions may cause an­
nealing of existing radiation damage). From the theory of displacement 
cascades it is well known that the number N(E) of permanently displaced 
atoms is of the order of N(E) E/2W for E » IV, IV now being a suitable 
average threshold energy (Lehmann, 1961, Sigmund, 1969 b, c). Thus, one 
would expect that, in the average, one atom will be displaced for each 
volume element containing an amount of ~ 2W of deposited energy. Pro­
vided that the initial energy E » 21V, this volume element is much smaller 
than the total extension of the collision cascade. Hence, in the limit of 
E » IV, the introduction of a finite threshold energy IV should not affect 
the gross spatial distribution of deposited energy. This will be formulated 
more quantitatively in sect. 5. The close similarity to the spatial distribution 
of interstitials or vacancies can be formulated more quantitatively, too, if 
certain additional assumptions are made concerning the displacement pro­
cess (Dederichs, 1965; v. Jan, 1964; Sigmund et al., 1968).

b) Upon leaving its rest position, an atom will in general lose an amount 
of energy U that may depend on position, energy, and direction of motion 
of the atom. U may be of the order of the cohesive energy or less. Also, 
the lattice may be left in an excited state, so that some of the lattice poten­
tial energy is converted into kinetic energy of the atoms surrounding 
the initial position of the displaced atom. Although one could in principle 
define the deposited energy function F(r,7t) in such a way that energy is 
conserved, so eq. (20) holds, it is more convenient not to include the above 
amounts of potential energy in the energy balance. Then, of course, eq. (20) 
does not hold. The energy defect can be found by counting the number of 
recoil events in which potential energy is converted. For example, let us 
assume a sharp threshold energy IV as defined above, and let a particle 
stop dissipating energy as soon as its energy is below IV. Let us further 
assume that a recoiling atom loses a fixed amount of energy U upon leaving 
its initial position. Then, the total number of atoms that recoil with an 
energy in the interval (Eo,dEo) in a collision cascade initiated by an atom 
of energy E is given by (Sigmund, 1969c).
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F(E,Eo)dEo =
zu

y)(l) - y>(l - m)
E

(Eo+ W)x~mEx + m
dE0, (29)

for E » Eo » U assuming the scattering to be described by the power cross 
section eq. (5). The function y>(.x) = (d/drr) In F(x) is the digamma function.

The total amount of kinetic energy lost during slowing down to VV is 
then given by

f (1 + U/W)m - 1AE = U • F(E,Eo)dEo = \ /------ -E. (29 a)
J y(l) - t?(1 - m)
w

Depending on the ratio of U/W, AE can be a sizable fraction of E. If U/W 
is small, the fraction AE/E is of the order of U/W. However, even though 
this energy defect may not be negligible when the amount of deposited 
energy is considered, the spatial distribution is hardly affected at all, since 
eq. (29) clearly shows that the great majority of these energy quanta U are 
lost by atoms recoiling with very low energy Eo, i.e. that do not affect the 
spatial distribution. In fact, for Eo » U we have an ~ Eq2 recoil density. 
This point also will be elucidated more quantitatively in sect. 5.

Apart from the effects of potential energy, another limit is imposed on 
the energy dissipation when essentially every atom within the cascade 
volume is set in motion with a sizable energy. This defines a limiting energy 
E* of the order of ~ E/NQ, where Q is the volume covered by the cascade. 
Rough estimates indicate that E* is usually small compared with W, so 
this effect will be assumed negligible in the following.*

The above discussion concentrated on the spatial distribution of displaced 
atoms, as characterized by a threshold energy W. Obviously, the argument 
also applies to the spatial distribution of recoils with energies different from 
W, for example, those described by the recoil density F(E,Eo) of eq. (29), 
and to the slowing-down-density that dominates the numbers of atoms 
moving in a certain energy interval under steady-state conditions. The lat­
ter quantity is of great use in sputtering theory (Sigmund, 1969 a). In fact, 
the number of atoms moving with an energy greater than the sputtering 
threshold energy is proportional to the total energy, but the fraction of those 
that are close enough to the target surface to be sputtered is determined by 
the energy deposition function. Also the spatial distribution of the collision 
density can be reduced to the deposited energy distribution, provided that

♦Note added in proof: E* can become comparable to W for very heavy ions in the lower 
keV region. Presumably, this affects the number of atoms set in motion (recoil density) but 
hardly the spatial distribution.

2*
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the collision density is defined to count all collision products in suitable 
energy intervals (Sanders, 1966, 1968b; Robinson, 1965b; Kostin, 1965; 
Felder & Kostin, 1966). Various concepts of collision density have been 
introduced in the literature; a discussion of their physical significance is a 
delicate task, but not the subject of this paper.

Finally, we mention that the assumption of complete randomness of lhe 
system under consideration is not necessarily applicable to crystalline tar­
gets. The assumption is not valid when single crystals are bombarded under 
channelling conditions, and even in polycrystals, or single crystals bom­
barded in a “random” direction, there is a possibility for scattering of ions 
and recoil atoms into a channel, and of linear collision chains travelling 
over a distance exceeding that for random slowing down at the same energy. 
It is implied that random-slowing-down theory holds approximately only 
when these lattice effects are rare, or when the corresponding ranges 
are small compared with the total extension of the collision cascade. Ob­
viously, the significance of these lattice effects depends on the target, damage 
state, ion dose, and irradiation temperature.

Probability Distribution of Deposited Energy
It was mentioned earlier that the distribution function F(r\ v ) and related 

quantities do not contain all possible information on the distribution of deposited 
energy. At present we go only one step further and derive an equation for the 
probability distribution of deposited energy, of which F(r,y) is the average. We 
define the function G(r,v,P) in the following way.

G(r,v,P) dP is the probability that an amount of energy between Pdzr and 
(P + dP)d3r is deposited in the volume element (r)d3r), by a projectile starting 
with velocity y at r = 0, and all generations of recoiling particles.

Obviously G has to be normalized:

J G(r,v,P)dP = 1. 

o
The average energy deposited in (r,d3r) is then

(30)

so

00

j (Pd3r)G(TXP)dP = F(~r\~vyFr,

P = 0
00

F(r,v~) = J PG(r ,v\P)dP

o

(31)

where F(r,c>) is the function defined by (20) and (21) with IT finite or zero.
By use of the argument leading to (22) we obtain the following equation for 

G (r\~v\ P) :
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p

(32)

The first term on the right side expresses the fact that the total energy deposited 
in (r,d3r) by the scattered projectile and the recoiling particle must sum to P. 
Letting ÔR go to zero we obtain

da G(~r",v^,P)
p

J dQGÇr/v',Q)GÇr^v'",P - Q)

o

(33)

We want to derive eq. (21) from (33). Multiplying (33) by P and integrating over 
P we obtain, by use of (31)

(34)

Substituting P P + Q in the second term on the right side in (34) we obtain

0 0

00 00

Q)G(T, iT', Q)GÇr,~v", P) (35)

using (30) and (31). Inserting (35) into (34) we arrive at (21).
Eq. (33) could easily be generalized to all the cases discussed at the beginning 

of this section. This is merely a matter of notation.

4. Equations for Spatial Averages

There are several methods available to find approximate solutions of 
integral equations of the type derived in the preceding section. These are 
reviewed in textbooks and review articles on slowing down of neutrons, 
penetration of X-rays, etc. But even in the highly simplified case of hard- 
sphere scattering it has not been possible to find the exact solutions. It is, 
however, possible to calculate exact expressions for averages over the dis­
tribution functions, for a certain class of cross sections including the power 
cross sections specified in (5). We shall, therefore, calculate averages first, 
in order to have a solid basis for comparison with experiments, and try to 
construct distribution functions from the averages, rather than attack di­
rectly the equations for the distribution functions. The derivations in the 
present section are based on standard methods developed several decades
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ago in other penetration problems and used also in the theory of ion ranges. 
We sketch the derivations for completeness and because of some slight 
differences from the equations occurring in other problems.

Plane Monodirectional Source

In experiments with ion beams one has a more or less monodirectional 
source of projectiles, hitting a target with a more or less planar surface. It 
is convenient to solve the integral equations for planar geometry. This de­
termines the depth distribution of the deposited energy.

Let us assume a coordinate system with the x'-axis perpendicular to the 
surface of the target, and a plane monodirectional source at x = 0. Then 
F(~r\v) does not depend on y and z so (20) and (21) read

F(xJj)dx = E, (36)

d _ c ->
— cosO — F(x,v ) = Al do[F(x,v ) — F(x,u ') — F(x,v ")], (37)

dx J

where F(xîv}dx = dx $F(~r\~v)dydz is the energy deposited in the layer 
(x,<7x) on the average by one projectile starting in the plane x = 0 with 
velocity TT, and cosO = 77 is the directional cosine of v with respect to the 
x-axis. Note that (37) still requires the medium to be infinite, and that the 
“surface” at x = 0 is only a reference plane. Whether our results apply 
to a target with a real surface depends on the importance of scattering back 
and forth through the plane x = 0.

For an isotropic medium, F(x, v) cannot depend on the azimuth of v 
with respect to the x-axis. Hence

F(x,”p) = F(æ,£,?7) = 2 (2/+ l)Fz(x,F)Pz(^), (38)
z = 0

after changing from velocity to energy variables, and expanding F in terms 
of Legendre polynomials. The factor (2/ + 1) is included for convenience. 
The coefficients Fi(x,E^) are then given by

1

Fi(x, E) = - dr]b\x,E,T]')Pi(r]')
-1

(38 a)
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Integrating (38 a) over x, and taking into account eq. (36), we obtain

00J dxFi(x,E) = ôioE.
— 00

(39)

Eq. (37) will now be reduced to a set of equations for the Fz(æ,E). On the 
left side we employ the recurrence formula for Legendre polynomials, so 
that

- 5 ~ F<(æ. E) ■ [(/+1 +i(>î) + IPi -!(»;)]
I Ox

d d
I Ft-^E) + (! + l)-~Fi + 1(x,E) 
.ox OX

(40 a)

The first integral on the right of (37) is given by

(40 b)

while the second,

has to be transformed in such a way that r), not r/', is the variable in Pi(tj'). 

rj' is the directional cosine of ~v' with respect to the x-axis. We can express 
the cross section for elastic collisions by

(41)

where e = ~v'lv,~e' = ~u'/v' and (p' is the laboratory scattering angle of the 
projectile, a function of E and T. We expand the ô-function,

00

<5( e • e ' — cos 9/) = 2
i = 0

2/ + 1
—-—Pi(e -e )Pz(cos<p), 

and insert the addition theorem for spherical harmonics,

/z 2/ + 1
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where TZ(<(e) are spherical harmonics in the notation of Schiff (1955). 
With the x-axis as a reference axis, the integral over ~e' can be performed 
and yields

+
z

l)xVj dor(E, T) Ih (cosE - 7’)7jz(t?). (40 c)

A similar calculation for the third integral in (37) yields

where <p" is the laboratory scattering angle of the recoiling atom. Collecting 
equations (40a-d) we obtain

- I - (/ + 1) £fz + i(x,E) = (2/+l);Vp<r(E,T)
(42)

• [Fi(x, E) - Pi(cos(p')Fi(x,E - T) - Pi (cos (p"}Fi(x, 71)].

Spatial averages over the distribution function F(x,y) are obtained by in­
tegration of (38),

= f (2/+ pFz^E)^),
i = o

where

dxxn Fi (x, F).
— QO

So, by integrating (42),

n/FjV/Cfi) + n(l + - (21 + 1)ïvJ</<7 

■ [Fin(E) - P^coscp'yF^E -T) - Fz(cos?>")Fz«(T)].

(43)

(43 a)

(44)

Using the notation of (43 a), (39) reads

FZ°(E) = <5Z0E. (45)

Thus (44) represents a system of integral equations that can be solved 
stepwise with increasing n, the case n = 1 being defined by (45). Obviously, 
for n = 1 only the moment F}(E) is different from zero since, because of 
eq. (45), eq. (44) is homogeneous for n = 1 and 1^1. Similar arguments 



Nr. 14 25

apply to higher order moments. It turns out that F” 0 only for I < n 
and / +17 even. Thus, the sum (43) is always finite.

Eq. (44) has been derived from (21) for the simplest of the distribution 
functions discussed in the previous section. Generalization to other func­
tions is a matter only of adding the right indices. For example, (23) reduces

nZF(1)?ji(E) + n(Z+l)F(1)»;J(E) - (2Z + 1)jvJ Ar(1) 

• [F(1)?(£) - (cos - T)

-ZJ1(cosy"(1))Fi”CZ’)].

(46)

where <p (i) and (p"(i) are laboratory scattering angles for Mi Mz, and 
F(i)”(E) derives from FqjfrTiT) in the same way as F;n(F) from F(~r~,'v~'). 
Furthermore, from (22) and (45),

F(i>?(£) - ålaE. («)
If the last term on the right side of (46) is omitted one obtains the equa­

tion for the moments of the projected range distribution. Eq. (47) has then 
to be replaced by F(i)p(E) = ôio. This system of equations has been studied 
by Baroody (1964, 1965).

Point Monodirectional Source

If one is interested in the extension in three dimensions of collision cas­
cades it may be more convenient to consider a point source. This case has 
been studied by Corciovei et al. (1962, 1963, 1966), v. Jan (1964), Dede- 
richs (1965), and Sanders (1968), as well as in our previous communica­
tion (Sigmund & Sanders, 1967), and in all the range work quoted pre­
viously, with the exception of Baroody (1964, 1965, 1969). A general rela­
tion between the solutions for plane and point sources has been derived 
by Berger & Spencer (1959), and is quoted in Appendix C. We remind 
the reader that does not in general determine the dimensions of a
single cascade but those of the region covered by a great number of cascades 
with the same initial conditions.

With a point source at r = 0, the initial velocity vector ~v is used as a 
reference axis X. The Y and Z axes are perpendicular to v.

We expand 
F(7,-iT) = J(2Z+ l)/z(r,E)A(C), 

i

where £ = (^‘y )/(ry)- For the moments

(48)
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r2 + n([r

O

(49)

we obtain the following set of equations:

/(/ + n + l)/^1^) + (Z + l)(n - Z)^"!1^) = (2/ + 1)^do

[/?(£) - Pz (cosç>')/•;«(£ - T) - Pi (cos 9>")/i~(T)],
(50)

and the normalization condition

A°(F) = E. (51)

The /'^(E), I 0 are not prescribed, in contrast to (45). However, those 
moments ftn(E) that can be calculated recursively from fo(E) determine the 
spatial averages J A^ PZ* F(’r",lT)cZ3r for integer i,j,k > 0. From (48) we 

obtain

J Xiy^Z*F(Z,‘n)(Z3r = £(2Z + l)fii+} + k'

2 71
1 cx tZ/cos

2 7T J
0

which can be readily evaluated. The resulting general expression looks more 
complicated than it is so we list the first few examples:

J X FÇr\ft) d3r = A1^); (53 a)

J y F( r^TT) cZ3r = J Z FÇr^v)d3r = 0; (53 b)

f Ar2F(F,7()d3r = ^(E) + }f22(E); (53c)

J y2 F(7,lT)cZ3r = fz2FÇF^)d3r = jf02(E)-jf22(E); (53 d)

JxyF(7,lT)d3r = 0; (53 e)

(X3 F(r,~v)d3r =: |A3(F) + f/33(F); (53 f)

XY2F(r,v')d3r = tA3(^)-R33(^); (53g)
etc.
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Again, of course, by adding a number of indices we could easily gen­
eralize these results to the more complex cases of an impurity ion or a 
polyatomic medium.

5. Evaluation for Power Cross Sections

Lindhard et al. (1963 b) have shown that moments over the range dis­
tribution can be calculated by exact integration if the power cross section 
(5) is used. Sanders (1968) has shown that the same is true for moments 
over the damage distribution, and some numerical results have been pre­
sented in an earlier communication (Sigmund & Sanders, 1967). In this 
section we first discuss the method and then present some numerical results.

First Order Moments: Equal Mass Case

Equation (44) reads, for n = / = 1,

F0°(E) + 2F2°(E) = 3ArJ d<r[Fi1(E) - cos/Fi1^ - T) - cos <p" Fi\ T)]

or, after inserting the cross section da from (5), the zero order moments 
from (45) and the laboratory scattering angles

cos9?' = (1 - T/E)1/2, cos ç?" = (TIE)1/2, (54)

E = 3NCE~™

-(T/E^F^T)].

Before solving (55) we investigate the boundary conditions imposed by a 
threshold energy W, as introduced in sect. 3. For planar geometry, and
neglecting the energy loss U for the moment, we have

(56)F(a?,7T) = Eô(x) for E < W,

so, by use of (38) and (43),

Fin(E) = ôioônoE for E < W, (57)

(55)
J T~1~mdT[F11(E) - (1 - T/E^F^ÇE - T)

i.e. Fii(E) = 0 for E < W.
We first treat the case W = 0. With the ansatz
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Fi\E)
Ai1__ jVl + 2rø
NC

where Ai1 is a constant, we obtain from (55)

where now

1

/-i-m J/[l - (1 - 03/2 + 27»

0

£3/2 + 2m

t = T/E.

The integrals are easily evaluated and yield

3A11 = - — - B(- m, 5/2 + 2m) - — - - 
m à/2 + m

B(x,y) is the beta function (Abramowitz & Stegun, 1964),

i

= J d/F-1(l - t)v~x
o

r(æ) r(y)
+ y)

(58)

(59)

(60)

(61)

Because of (45) all other moments Fj1(F) are zero so, by use of (43) 
and (36), we obtain the “average damage depth’’

LrcteF(x,iZ) 3^1
= —----------------  = — -F2mcos0, (62)

J dx F(xïv) NC

where 0 is the angle between the beam and the x-axis.
This is to be compared with the average projected range that was first 

calculated by Lindhard et al. (1963 b) and is, in the present notation,

where

3A<æ>(jR) = -- ^L^£27»cos0
NC

3A{R)F
1

-------B(- m, 3/2 + 2m) 
m

Note that, because of the different normalization condition of the range 
distribution, we have
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i.e. an energy dependence that is different from that in (58).
We now consider the case W > 0. It is then no longer possible to cal­

culate the complete Fi1(E) explicitly, but the asymptotic form for E » IV 
can be found by Laplace transform, as was shown by Robinson (1965a) 
on a similar integral ecpiation. Introducing the logarithmic variable u = In E/W 
in (55) we obtain, by following Robinson’s method, the following expression 
for the Laplace transform Fj(s) of Fj(E(zi)) with respect to u:

where

mW1 + 2m 1
3NC (s-1-2zn)(l-2z/(s+1/2))’

ml 1 jT(1 - nï) r(s + 1)
2 s — m 2 I\s + 1 — in)

(63)

It appears difficult to express the inverse Laplace transform of (63) in 
terms of elementary functions, but it is easy to evaluate the first two terms 
in an asymptotic expansion in powers of E/W. These arise from the two 
poles at s = 1 + 2m and s = 1 /2 in (63). We then obtain

AilFWL) ~ — E1 + 2™------ £1/2^71/2 + 2^ for E » IV, (64)
v ' NC NC

where Ai1 is identical with the expression calculated before, eq. (60), and

3Â11 =
711(1 — 771)
1/2 + 2th

1
V(!) - V(! - m)’

(64 a)

y(x) = — In F(.r). Thus the first correction term for IV 0 is smaller where 
dx

than the main term by a factor of the order of ( W/E)1/2 + 2m. For m > 1/4 
this factor goes more rapidly to zero than W/E. This means that IV can 
usually be neglected when E is in the keV region, and the error made can 
be estimated from eq. (64).

A similar calculation shows that the correction in the average projected 
range due to a threshold IV is proportional to E~112, i.e. again smaller by 
a factor of the order of (IV/E)1/2 + 2w than the leading term. Of course the 
numerical factor Âi1 is different from the one given by (64 a).
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Introduction of an energy loss U of the recoiling atoms, as discussed in 
§ 3, has two consequences. First, since energy is not conserved, the left­
hand side of eq. (55) is replaced by E - HE. Because of eq. (29 a), this 
means that for E » U ,W, the left-hand side of eq. (55) remains linear in 
E. Hence, because of eq. (62), the average <æ> is not affected. Second, the 
recoil term Fj(Y’) in eq. (55) is replaced by F^(T - U). It is, then, possible 
to establish an asymptotic expansion of F}(E) in powers of U/E, where (62) 
is the leading term. Higher terms can be neglected for E » U.

First Order Moments: Nonequal Mass Case

Equation (46) reads, for n = I = 1,

E = 31V f c?o-(i)[F(i)i1(E') - cosçqi/Fd)!1^ - F) - cosç>(i)"Fi1(T)], (65)

where (47) has been inserted on the left side. The laboratory scattering 
angles çqi/ and are given by

cos^i/ = (1 - F/E)i/2 + a_(i _ 77F)-i/2 (66a)
E

and
cosçqij" = y-1/2(T/F)i/2 (66b)

for elastic collisions, where
1

a = —(1 — M2/M1). (66c)

The cross section c/cqi) is given by

da{1) = C{1)E~m^'>T'~1~m^dT, 0 < T < yE (67)

where in general, C<i) and npi) are different from C and in. We shall assume 
in the following that

m<i) = m, (68)

i.e. the same power in the cross section for both types of interaction. This 
is a gross simplification, the validity of which will be discussed in the fol­
lowing chapter. Accepting (68) for the moment, we can make the ansatz

FWi\E) = -^-Ei + 2^ (69)
NC(i)

and, inserting both (58) and (69) into (65), we obtain
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3 Cm rdt
1 + 3/2 + m A11 C yl + m = 3A(1)1J ~ti + m t1 ~ C055^1«1 - 01+2m]. (69a) 

o

The integral is easily evaluated after inserting (66a) and we get

3

(70

(71)

note that

2(1-771)C(l)

c

or, with the approximation Zz/Zi = M2/M1 =

1-777C(l)
(72)

Eq. (70) determines Aqji1, since A11, Cp), and C are known. We 
from (5 a)

where By is the incomplete beta function,

y
By(x,y^) = J* dl Z2:“1(l - f)y_1.

0

Cm I y 71 +—-------+ - = 3A(1)1i -y—
3/2 + m C I m

/ 2
a \i + u

It may be appropriate to make a remark on the convergence of the above 
integrals. Eq. (70) follows directly from (69 a) provided m < 0 so that each 
term in the integral converges. Eor 0 < m < 1, it is readily verified that the 
integral as a whole converges, while divergences occur in two terms at 
t = 0. The divergence can easily be removed by partial integration, but 
this would make (70) look more complicated. Instead we understand (70) 
for 0 < m < 1 as the analytical continuation from the region m < 0.

First Order Moments: Two Different Power Cross Sections
There is no basic obstacle against treating the case m ^(1), and in fact, tlie 

solutions of (65) can be found by straightforward calculation. However, it is highly 
desirable to make use of the simple power laws of the type of (69), as long as this 
can be justified. The main advantage is, as has been seen, that all lengths are propor­
tional to E2m!NC(\) and there is complete similarity of all distributions over the
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energy range where the power cross section in question is valid, so that the only 
numerical work to be done is the calculation of various factors. In the case m m(i), 
(69) is no longer valid.

Let us assume a primary particle 1 with energy E that slows down by a power 
cross section characterized by m(i). Recoil atoms have energies T up to Tm = yE. 
There is formally no lower limit for T, but for the stopping only recoils with, say 
T > Yoo are imPortant. Thus

Loo^ < T < yE (73)

is the energy range of interest for recoiling atoms whose scattering is characterized 
by a power m in the cross section. Whether eq. (68) is a reasonable assumption 
depends on the values of T and E in dimensionless units. We introduce two dif­
ferent energy units,

(73 a)

which both follow from (1 a), t applying to the equal-mass case. Hence (73) reads

where
----- ex(zz) < t < e-x(u),
100

2
/z(f + n)

J/|(1 +/Z-2/3)

(74

(74 a)

and /i = M2/M1 «s Z2/Z1. Figure 4 shows that the function x(/z) varies rapidly 
with fj., so that primary and recoil energies can differ by several orders of magnitude 
when measured in dimensionless units. Now, let us first assume that M2/Mi < 1, 
say M2/Mi = 1/4 so x(/<) = 8.5, according to Fig. 4. Then 0.1 e < r < 8.5 s. 
Hence the distribution of r values centres around e on a logarithmic scale, with a 
spread of a factor of 10 to both sides. Thus one seems justified in assuming that 
primary and secondary particles obey similar scattering laws, m fa m(i). If M2/M1 
is considerably smaller than 1/4 the ratio r/e will be greater. Thus in extreme cases 
it may become necessary to assume m > m(i). Let us now assume M2/M1 > 1, 
say M2/Mi = 4, or x(/z) = 0.083. Obviously the distribution of r values ranges 
from ~ 0.1 e down to — 0.001 e, i.e. we will have in general m < m(i) for Mi << m2. 
However for Mi (< M2 the ranges of recoiling atoms are small, so the recoil term 
is negligible. This can be seen from the fact that the term containing the factor 
C(i))/C in (69a) goes to zero as for /i >) 1.

We conclude that assumption (68) is justified for Mi )> M2, while for Mi (( M2 
the choice of m does not affect the calculated quantities. For Mi fa M2 neither 
argument applies. Therefore we consider the case Mi = M2 more quantitatively. 
Going back to (55), one way to solve the problem would be to assume that the primary 
particle of energy E has a scattering law with m = mi, and secondary particles, 
with energy T, have m = m2, where m2 < mi since T < E. This is, however, 
unsatisfactory, because a measurable fraction of all recoil atoms do have energies 
of the order of E. Instead, we assume the following consistent picture: introduce an 
arbitrary energy Ei and assume that whenever an atom (primary or secondary)
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Fig. 4. The function x(/.<) defined in (74 a), as a function of mass ratio.

has an energy below Ei the cross section is given by m = mi, while for energies 
> Ei we have m = m2 (> mi). Then, of course, Fi1(E) is given by (58) for E < Ei, 
with C = Ci and m = mi in (60). For E > Ei, the integrations in (55) have to 
be split into the regions E < Ei, and Fix(E) inserted as a known inhomogeneity 
for E < Ei. Eq. (55) can then be solved by Laplace transform, just as in the first 
chapter of this section, with Ei substituted for IV. The resulting expression contains 
(58) as the leading term with the highest power of E with m = m2 and C = C2, 
while the first correction term goes as E1/2, i. e. can usually be neglected in com­
parison with £i + 2mt. Thus (58) holds both for E < Ei and E > Ei, with the 
respective value of m inserted in each energy region. Since this is just what was 
assumed above we conclude that even in the case Mi = M2, where the assumption 
(68) was least justified, one is indeed allowed to make it. The result of this paragraph 
may seem trivial to the reader, but one should be cautious. There are other, similar 
integral equations (Sigmund, 1969a, 1969b) where exactly the opposite result is 
true. The choice of the power m is a major problem that has to be considered with 
great care whenever power cross sections are used.

Mat.ï’ys.Medd.Dan.Vid.Selsk. 37 no. 14. 3
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Higher Order Moments

Iligher order moments (n > 2) can be calculated in a similar way as 
first order ones. We set W = £7 = 0 from the beginning—which choice 
could be justified in the same way as for n = 1—and also choose a single 
power m in the cross sections da and dap).

Equal-Mas Case 
Equation (44) reads, with the cross section (5),

1 
f d/ r

dFzw(E) = (21 + 1)NC E~2m ------ \Fin(E) - Pi (cosy )Fin(E(l - £))
J t1 + m

o

- Pi (cos <p") Fin (Et)],
where

AFin(E) ■ nlF^E) + n(Z + 1 ZF,”-,1 (E). (75a)

With the ansatz
(E2m\nFlKE) . A^-} , (76)

(45) becomes
Aj° = ôio, (76a)

and (75) gives
AAin

(77)(21 + l)Zzn’
where

f d7 r
hn = - 1 -J P + ™1 Pi(\ 1 - /)(! - t)2mn + l - Pi([ t)t2mn + 1]. (77 a)

AAin is defined in analogy to (75 a),

AAin = n/Af-Ÿ + n(l + (77 b)

Thus it depends only on the A”-1. Hence the problem has been reduced 
to evaluating the integrals Itn. As before it is easily verified that/;” as a whole 
is convergent for m < 1, so it is legitimate to evaluate Iin first for m < 0, 
where each of the three terms is finite, and then continue the result to the 
region 0 < m < 1.

For m < 0 we can write
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1
- ----------Jin-Kin

m
(78)

where

J,n - J“ 'X1 ■ o2“"+1. (78a)

and
0

K,n ~ (78b)
0

The two integrals are reduced to readily calculable forms in Appendix A. 
It should be mentioned that in a previous communication (Sigmund & 
Sanders, 1967) we evaluated Jin and Kin in “the pedestrian way”, i.e. by 
inserting Pi, and evaluating the resulting beta functions, first for n < 3 and 
later for n < 5. This is perfectly justified for small n. In the present work 
we evaluate Ain up to n = 20 and in this case one has to make the accumula­
tion of errors in the recurrence procedure as small as possible. The method 
described in Appendix A is one of several procedures that have been tried. 
Since it is the simplest one, we have confidence that the results are accurate. 
In the most important lower moments (n < 3) agreement is found between 
the results computed by various methods and our previous results obtained 
with the desk calculator.

Non-Equal Masses
With the cross section dcrq) = C~mdT, (46) reads

V
AFml\E) - (2Z+l)NC(1)E-2-»J^[F(1)1»(E)

0
Pz(cos9?(i)') x

x F(i)ZTO(E(l - /)) - Pi (cos 99(i)”) Fin(Ef)\

(79)

Inserting (76) in the last term on the right side we obtain, with the ansatz

Fq)in(E)

dinA(1)in =

/ ]?2m \n
- A^nE\^ ■ (80)

(81)

3*



36 Nr. 14

where

and

din

</*” = J pT^P^C0S9?(1) X1
0

-02mn +1

(81a)

(81b)

(81c)

From (78b) and (81c), (75b) and (79a), we get

Also, from (47)
in = yl + m (2n-l)

A(1)Z° = ÔiQ.

(82)

(83)

Thus, given the Ain, the computation of A(i>” is reduced to evaluating inte­
grals. The ^in are evaluated in Appendix A.

Range Calculations

Moments over the ion range are calculated with the same program, the 
differences being the following:

i) There are no Kin or Jfz” terms, since the recoil term is absent in (25).
Hence it is not necessary first to evaluate the equal-mass case.

ii) Because of the different normalization condition (24), the exponents of 
(1 - t) in (78 a) and (81 b) are 2mn, instead of 2inn + 1. The extra factor 
E in (76) and (80) disappears.

Polyatomic Targets
The extension to polyatomic targets is easily done by adding the appropriate 

indices and summing over the various components. Because of the difference in the 
values of e, power cross sections are not applicable when the constituents of the 
target have extremely different masses. Consider (28 a). We define

Nt = azN, (84)

so that aj is the fraction of atoms of type i (z = 2,3. . .). Following the procedure 
of the previous sections we obtain the following expression for the moments over 
the function Fp)(r,ü):
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Table I. Coefficients Ain, defined by (76), for Mi = M2 and various values 
of m. (Note that in case of the range distribution the extra factor E in (76) 

has to be dropped).
(Ia) Deposited Energy: Nonvanishing Coefficients Ain for n < 5.

m = 2/3 th = 1/2 m = 1/3 TH = 1/4 TH = 1/8 m = 1/16

A0° 1.000 1.000 1.000 1.000 1.000 1.000

A? 5.19910-2 9.831 io- 2 1.68510-1 2.18810-1 3.30710-1 4.17010-1

Ao2 1.29710" 2 4.91610-2 1.57210-1 2.87110-1 8.77710-1 2.149

a22 3.92110" 3 1.41910- 2 4.04310-2 6.56310-2 1.34910-1 1.95810" 1
A i3 1.8801Q-3 1.41510-2 7.81310-2 1.83010-1 8.19510-1 2.517

A33 3.40410-4 2.42010-3 1.1531Q-2 2.32010-2 6.27510“ 2 1.01710-1

A04 6.1 OOio- 4 9.58310-3 9.91 liQ- 2 3.2031Q-1 2.689 1.485101

A24 2.64410" 4 4.02110" 3 3.81510-2 1.12610-1 6.85310"1 2.408

A44 3.15810-5 4.5301Q-4 3.66210- 3 9.16210-3 3.25410-2 5.88010-2

A^ 1.27510-4 4.16910-3 7.68610-2 3.21710-1 3.979 2.763101

A35 3.61510-5 1.13210-3 1.85610-2 6.8571Q- 2 5.51310-1 2.145

A55 3.03110-6 8.99210" 5 1.2561Q-3 3.93310-3 1.85210-2 3.7651Q-2

(Ib) Range: Nonvanishing Coefficients Ain, for n < 5.

m = 2/3 771 = 1/2 771 = 1/3 TH = 1/4 777 = 1/8 777 = 1/16

Ao° 1.000 1.000 1.000 1.000 1.000 1.000

A? 6.79910- 2 1.22910“ 1 1.99110-1 2.50010-1 3.56210“ 1 4.33610"1

Ao2 2.07210-2 7.37410-2 2.16810“1 3.75010" 1 1.031 2.352

a22 5.88110-3 1.993iq-2 5.229^q- 2 8.07710-2 1.51910-1 2.08910“ 1
A13 3.33910-3 2.33110-2 I.I6610-1 2.56110-1 1.010 2.840

A33 5.5591Q-4 3.6501Q-3 1.57410-2 2.98410- 2 7.25110-2 l.lOlio-l

Ao4 1.21110-3 1.75510-2 1.6261Q-1 4.88910“ 1 3.533 1.748101

A24 5.04410-4 7.05110-3 5.98610“ 2 1.64510-1 8.69810"1 2.770

A44 5.46810- 5 7.16710-4 5.17610-3 1.21110-2 3.81510" 2 6.41510-2

A15 2.70610- 4 8.11010“ 3 1.3291Q-1 5.14510-1 5.414 3.333101

A35 7.25810-5 2.07310-3 3.01010-2 1.03010-1 7.12510-1 2.497

A55 5.47610-6 1.47210-4 1.81810“3 5.29110-3 2.19010" 2 4.12310-2
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Table II. Coefficients A (i)in> defined by (80), as functions of mass ratio 
Mz/Ah.

(Ila) Deposited Energy: m = 1/2.

M2IMr 1/10 1/4 1/2 1 2 4 10

A (1)0° 1.000 1.000 1.000 1.000 1.000 1.000 1.000

A(l)l1 2.30510-l 1.63010-1 1.25410-1 9.83110*2 8.02010-2 6.58810“ 2 4.76110-2

A (l)02 2.905jq-1 1.43410-1 7.97810-2 4.91610* 2 3.80110*2 3.37610*2 3.07710-2

A(l)22 8.032|q- 2 4.0081Q- 2 2.32810" 2 1.41910*2 9.2661Q-3 5.92910-3 2.89010- 3

A(i)l3 2.37410-l 7.86410" 2 3.0091O- 2 1.41510*2 9.38610" 3 7.00110-3 4.60110-3

A(l)33 3.52110-2 1.21610-2 5.18010-3 2.42010-3 1.2361Q-3 5.96710-4 1.91110-4

A (l)04 5.92310"1 1.23110-1 2.80210" 2 9.58310-3 6.2561Q-3 4.97610* 3 3.91 lio- 3

A (1)24 2.13710" 1 4.59110-2 1.14810-2 4.02110-3 2.19610-3 1.2881Q- 3 5.6931Q-4

A(1)44 1.83310" ~ 4.25710-3 1.28310- 3 4.53010-4 1.77610*4 6.34810“ 5 1.32110-5

(lib) Deposited Energy: m = 1/3.

M2/Mi 1/10 1/4 1/2 1 2 4 10

A (1)0° 1.000 1.000 1.000 1.000 1.000 1.000 1.000

A(l)l1 3.77610-1 2.67810" 1 2.12310-1 1.68510*1 1.33810-1 1.07410-1 8.05610- 2

A(i)02 6.34710-1 3.57310-1 2.3821Q-1 1.57210-1 1.14210-1 1.OO210-1 1.05510-1

A(i)2e 2.07810" 1 1.03210" 1 6.4681Q-2 4.04310-2 2.52910*2 1.60510-2 8.84210-3

A(i)i3 6.36410" 1 2.7011Q-1 1.46810-1 7.81310-2 4.74210-2 3.50410-2 2.76410-2

A(i)33 1.38710-1 4.79010-2 2.35910" 2 1.15310-2 5.63210*3 2.80510*3 1.12710-3

A (] )o4 1.359 4.91110-1 2.24610* 1 9.91 bo- 2 5.7551Q-2 4.71310"2 4.98710-2

A(i)24 6.47310-1 2.04610-1 8.98310* 2 3.81510* 2 1.87810-2 1.11110-2 6.32510*3

A(l)44 1.0481Q-1 2.50710-2 9.65010* 3 3.6621Q- 3 1.39010-3 5.41310-4 1.583jq- 4

/£2rø\n
F = G(i)znE'l , (85)

where C is an average C value defined in some arbitrary way, and the G(i)in are 
found from the following system of equations:

21 + 1 = 2a* - G(k)in^(ik)in}.
k G

(85 a)
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Table II (continued). Coefficients A up”, defined by (80), as functions of 
mass ratio Mz/Mi.

(lie) Range, m = 1/2.

m2/m1 1/10 1/4 1/2 1 2 4 10

A(l)0° 1.000 1.000 1.000 1.000 1.000 1.000 1.000

A(l)l1 2.8O5lo-i 1.92210-i 1.51110-1 1.22910' 1 9.90410' 2 7.62310-2 5.09010- 2

A(l)02 2.5821O-1 1.34510-i 9.40410-2 7.37410-2 6.I6610-2 5.33310' - 4.68410- 2

A (1)22 9.8401Q-2 4.79410-2 3.03110-2 1.99310'2 1.25510-2 7.22610-3 3.15410-3

A(1)13 1.45410-i 5.7431Q- 2 3.43310" 2 2.33110' 2 1.65510-2 1.16210-2 7.10910' 3

a(1)33 3.838iq-2 1.36210- 2 6.96310'3 3.65010-3 1.75910' 3 7.45710-4 2.10610" 4

A(l)04 1.47910-l 4.76910-2 2.64410' 2 1.7551Q-2 1.27510-2 9.64910-3 7.22910-3

A(l)24 8.06210-2 2.44310- 2 1.23710" - 7.05110-3 4.04410-3 2.17910-3 8.8291Q- 4

A(l)l4 1.60510-2 4.2121Q-3 1.73910" 3 7.16710' i 2.60210- 4 8.05010' 5 1.46310'5

(lid) Range, m = 1/3.

1/10 1/4 1/2 1 2 4 10

A (1)0° 1.000 1.000 1.000 1.000 1.000 1.000 1.000

A(l)l1 6.51110-1 3.82110-1 2.68510-1 1.99110-1 1.52010-1 1.17010-1 8.38410' 2

A(i)o2 1.394 5.40210' 1 3.12310' 1 2.16810' 1 1.76810-1 1.65310' 1 1.79510-1

a(1)22 5.22610-1 1.85210' 1 9.38810' 2 5.22910' - 3.04610' 2 1.80510-2 9.31510-3

A(l)l3 1.795 4.52310-1 2.04510-1 I.I6610-I 7.87210' 2 5.94510-2 4.6 7010' 2

a(1)33 4.60910-1 1.00910' 1 3.74710-2 1.57410-2 6.99510"3 3.20010-3 1.19410-3

A(l)04 4.194 7.55210-1 2.97810-1 1.62610-1 1.14610-1 9.92610'2 1.09210' 1

A (1)24 2.250 3.73510-1 1.31410-1 5.98610" - 3.20610' 2 1.8881Q- 2 1.06010-2

Ad)44 4.31810-1 5.94610' 2 1.63110' ~ 5.17610-3 1.7581Q-3 6.22610'4 1.6821Q- 4

The quantities and Jf" ak)in are defined in (81a) and (81 c), the pair of indices 
(zk) indicating the projectile and the target in the specific collision integral. C(^) 
is the corresponding constant in the cross section given by (5). Obviously G^i71 
for any specific pair of values (Z,n) must be calculated from a set of inhomogeneous 
linear equations.

Equation (27 b), representing the distribution of energy deposited by an ion (1) 
in a polyatomic medium (2,3. ...) is solved in a similar way. With the ansatz
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we obtain

2Z + 1

/\n
F(i)p0lyZw(B) = G(1}inE f-^=- I

G(1)Z« -2a*^G(fc)Zw^(lk)ln,
k k

(86)

(86 a)

where the notation is the same as in (85 a).
If the G(k)in are known from (85a) for k = 2,3. . , then (86a) is easy to solve 

recursively.
The ion range equation in a polyatomic target is found from (86 a) by discarding 

the last term on the right. Substituting (81), with = 0, into (86a) with (ik)in 
= 0 we obtain

d)z”
4Gd/

x- C(ifc) JA(ifc)zw
2 ~7^--------- a--------- nk G A(lk)in

(87)

This equation relates the moments over the range distribution in a polyatomic 
target t othe moments A (ik)in over the range distribution of the ion in the constit­
uents. In this case the most natural choice of the constant C is C = ^a-kC(\k)> 
but the result, k

I E^\n
F{i)ln(E) = , (87 a)

is of course independent of the choice of C.

The results of this section allow us to calculate a great variety of moments 
over range and damage distributions, some of which are listed in Tables 
I—II. The calculations were done on the CDC G-20/3100 computer system 
at Chalk River Nuclear Laboratories.

6. Construction of Distributions

While an infinite set of moments uniquely determines a distribution 
(with certain restrictions; see below) it is a rather delicate task to construct 
a good approximation to a distribution from a finite number of moments. 
Various procedures have been used in the slowing-down theory of neu­
trons, electrons, X-rays etc. The present approach is based on the assump­
tion that the depth distribution of ion ranges and deposited energy is close 
to gaussian w7hen the medium is random and infinite.

An alternative approach, using Chebyshev inequalities (Feller, 1966) 
to obtain bounds on the integrated density, will be discussed by one of us 
in a subsequent paper (Winterbon, 1970).
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We follow customary usage in this field and use the term ‘distribution’ in the 
following where a statistician would say ‘density’. This should not cause 
confusion here because we have no occasion in this work to refer to a 
statistician’s ‘distribution’, which is an integrated density.

The gaussian or normal distribution is in many ways the simplest 
starting point. For ion ranges there appears to be experimental evidence 
that the gaussian is an adequate approximation, in the sense that the distribu­
tion appears to decrease like exp (— x2) at large distances, but for depos­
ited energy distributions there is no sufficiently accurate experimental in­
formation. There are indications from computer simulation work of Pavlov 
et al. (1966) that distributions of vacancies or interstitials are close to gaus­
sian shape, but it is felt that the number of runs made in that work is too 
small to permit definite statements.

Given a set of moments vn of an unknown distribution f and an initial 
approximation ip = ipo, there is a well-defined procedure for making suc­
cessive approximations ipn to /' as follows. Let the polynominals pn be or­
thogonal polynomials associated with the weight function ip. Then

n
(88)

m = 0

where cm is chosen so that the mth moment of ipm (m < n) is equal to vm. 
The pm are orthogonal polynomials so the value ol Cm does not depend on n.

This procedure has the disadvantage that the approximants ipn are not 
necessarily everywhere positive. In fact if the interval is (— oo, + co), as it is 
here, then each odd approximant is negative for sufficiently large (absolute) 
values of the argument in one direction or the other.

If ipo is a gaussian, the polynominals pm are Hermite polynomials, and 
the approximants are partial sums of an Hermite polynomial series. If ipo 
has the same mean and variance as /, we deal with a Gram-Charlier series. 
If the terms of the Gram-Charlier series are rearranged in a certain way, 
we obtain an Edgeworth series. (See, for example, Cramer, 1945; Feller, 
1966; Kendall & Stuart, 1958).

Baroody (1965) used Edgeworth’s expansion to approximate range 
distributions. Sanders (1968a, 1968b) used the same procedure, and 
Sigmund (1968, 1969 a) applied it to distributions of deposited energy. 
Pringle (1968), by analyzing accurate experimental range distributions, 
found that the best gaussian fit to his distributions was not necessarily cen­
tered around the average projected range, nor was the width of it the same 
as the straggling. Similar observations were made with calculated distribu- 
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lions in the present work. Hence it was decided to examine various other 
methods for determining the parameters of the gaussian. These are described 
in this section. Also we consider a class of series with a non-gaussian 
yj0 ~ exp(- Å\x - a\ß).

At present, we deal exclusively with planar geometry. From (43), (36), 
and (76) we have

1 00 / E2m\n
O”> = , 2 (2Z+1)F^(£)P/(t?) = I(2Z+l)Az^), (89)

F Z = o \ A C ) 1

for Mi = M2, and
J72m \n

2(2/+l)A(i)z”Pz(??) 
^VC(i)/ Z

(89 a)

for Mi M2. Eq. (89 a) and the last part of (89) hold for both range and 
damage distributions, with different values for the Ain and A^)in. Similar 
relations hold for polyatomic targets. Hence, for any value of rj = cosØ, 0 
being the angle of the beam with the direction in which the depth distribu­
tions are measured, we obtain a set of averages over these depth dis­
tributions. We define

(90)

so that vn is dimensionless. C stands for either C, Cp), or C, depending on 
the specific problem. Thus the distribution functions depend on energy only 
in the length unit, E2m/NC. This, again, is a specific feature of power cross 
sections, for W = U = 0. When reconstructing F(,r) in the following, x will 
also have units of E2m/NC.

Introducing the new variable

£ = cc(x -a), (91)

where a and a are not yet specified, we can write

F(.r) = F(x<0) = /K) = V>(0 2 cmIIem(O (92)
m = 0

where
y(£) = (27r)_1/2exp(-£2/2) (92 a)

and IIem(J) are Hermite polynominals (Abramowitz & Stegun, 1964).
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A word should be said about convergence. The set of moments need not define 
the distribution uniquely (see for example, Feller, 1966): the moments must satisfy 
certain restrictions in the rate of growth for there to be uniqueness. From the foot­
note in Feller, p. 224, it can be seen that if the density is 0(exp(— A|x|)) for some 
A > 0, then it is uniquely determined by its moments. Since the mere existen­
ce of the moments suffices for the convergence (in the mean) of the Hermite series, 
and since F(x) is expected to be continuous, it follows that if F(x) = 0(exp 
(— A|x|)) then the series in (92) converges to F. We expect F(x) = 0(exp(— Ax2)), 
so we assume convergence of (92). Since we have been unable to obtain asymptotic 
limits on the vn, we can of course not prove either convergence or the stronger 
estimate F(x) = 0(exp(- Ax2)).

An expression for the cm in terms of the vr is derived in Appendix B,
eq. B6, a ™ [m\

Cm ~ ~ 2 arrrHem-r(- ax) (93)
mlr = 0\r J

For the Gram-Charlier or Edgeworth series the parameters a and x are
chosen so that

Cl = C2 = 0, (94)
whence

a = vi, x = (v2 —a2)-1^2. (94 a)

To try to improve apparent convergence, higher order moments were 
used in determining a and a. The first method tried used second and third 
or third and fourth moments. Thus we require

C2 = cs = 0 (95)
or

C3 = C4 = 0. (95 a)

Appropriate values of a and a in terms of the vr are given in Appendix B. 
Such a procedure could in principle be continued indefinitely, hut the 
amount of labour required increases rapidly. In these two cases we could 
consider y<) to be a gaussian times a linear or quadratic polynomial, so we 
call them “linear” and “quadratic” fits.

Another possible fitting criterion is that the cn should decrease rapidly. 
This may be satisfied by minimizing

N
co-2 2 Cn2COn, 

n = 0

with the weight a>n a rapidly increasing function of n. We have used a>n = n! 
and (n!)2, and got apparently good results, but have not investigated this 
procedure fully.
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Besides the gaussian base, some fits were tried with a more general 
form,

y>o = N'exp(- Å\£\P). (96)

Only one class of fit was tried, that with

Cl =C2 =C4 = 0 (96 a)

(yo is symmetric in £, so it is not possible in general to make ci = C3 = 0). 
Details are reported in Appendix B.

7. Results & Discussion

Table III and Figures 5-7 show up to fourth order moments of the 
damage and range distributions for the case of the point source, where the 
distribution is considered both parallel (X) and perpendicular (Y,Z) to the 
initial velocity p. As a length unit we use either the quantity E2m/NC(i) or 
the average path length in the LSS approximation, /?(£'), as given by eq. 
(15). The latter length unit is convenient for comparison with those calcula­
tions of Lindhard et al. (1963 b) that are based on the accurate Thomas- 
Fermi cross section. Note that all but first-order moments are given in 
relative units so that the dependence on ion energy is eliminated for n > 2.

Table III contains results for the case Mi = M2 for several values of 
the exponent in in the cross section. This table shows how sensitive the dis­
tributions are to the choice of the differential scattering cross section. Table 
Illa indicates that for the damage distribution there are no large variations 
with m over the most important range, m = f, 7, -y and y, except that the 
distribution broadens in the Y, Z plane with decreasing in (decreasing energy), 
as seen in <@2>/<X>2, and that the skewness in the X direction, as measured 
by (ZlX3)/<ZlX2)3/2 has a maximum for m ~ Y. The average damage depth 
<X> is always smaller than the path length R of the ion. Table IIIb shows 
similar results for the range distribution. Note that both ratios <X)/7î and 
<Z1X2)/<X)2 are slightly more sensitive to changes in m than they are for 
the damage distributions.

For Mi M2 we consider only the most important cases, in = y and 
zn = y. Fig. 5 shows the various first and second moments as functions 
of mass ratio /.i = Mz/Mi. For ~ y the results appear to be insensitive 
to in. This is also true for higher moments (Figs. 6 & 7). The ratio (Xy/R 
decreases with increasing //, since for Mi « M2 ions undergo many large- 
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Table III. Moments over the damage and range distribution, Mi = M2. 
X = direction of initial velocity; Y,Z = directions perpendicular to initial 

E

velocity; o2 = T2 + Z2; R = path length = 1 dE/NSn(E).
0

(Illa) Damage.

Ill 2/3 1/2 1/3 1/4 1/8 1/16

( E^m\<*>'M 0.1560 0.2949 0.5054 0.6563 0.9922 1.251

<X>/^ 0.6239 0.5899 0.5054 0.4375 0.2835 0.1668
<zlX2>/<x>2 0.3388 0.3807 0.4070 0.4286 0.5766 0.9989

<e2>/<*>2 0.2601 0.3146 0.4397 0.5714 1.098 2.121
<4X3>/<ZlX2)3/2 0.4930 0.7333 0.8468 0.8263 0.5412 0.2260

<xe2>/«x><e2» 1.394 1.406 1.332 1.261 1.119 1.041

<dX4>/<dX2>2 2.807 3.373 3.782 3.853 3.623 3.310
<X2g2>/(<X2><e2>) 1.663 1.723 1.608 1.485 1.234 1.096

<e4>/<e2>2 3.706 3.773 3.402 3.073 2.478 2.186

(Illb) Range.

III 2/3 1/2 1/3 1/4 1/8 1/16

[E2m\
0.2040 0.3687 0.5973 0.7500 1.069 1.301

<X>/4? 0.8159 0.7374 0.5973 0.5000 0.3053 0.1734

<Z1X2>/<X>2 0.2050 0.2756 0.3405 0.3846 0.5682 1.007

<e2>/<*>2 0.2895 0.3519 0.4825 0.6154 1.1410 2.163
<z1X3>/<z1X2)3/2 0.2602 0.5456 0.6868 0.6800 0.4522 0.1962
<Xe2>/«X><e2>) 1.134 1.195 1.196 1.168 1.086 1.031
<ZfX4>/<ZlX2>2 2.733 3.134 3.503 3.597 3.486 3.258

1.219 1.341 1.357 1.313 1.173 1.076

<(?4>/<e2>2 2.480 2.729 2.742 2.638 2.338 2.144
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0.1 I 10
M2/M I

Fig. 5. First and second order averages over damage and range distribution as functions of 
E

mass ratio M^M^, R = path length = dE/(NS n(E)); X-direction parallel to initial velocity;
0

AX = X —(xy. Dashed line, m = 1/3; solid line m = 1/2.
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M2 /M I
Fig. 6. Third order averages over damage and range distribution. Definitions as in Fig. 5.
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RANGE

Fourth order averages over damage and range distributions. Definitions as in Fig. 5.

}<X2Y2>
<x2xy2>

<ax4>
<AX2>2
<Y4>
<y2>2
<x2y2>
<x2><y2>

DAMAGE

angle deflections. Similarly, the distributions broaden in each dimension 
when y increases.

The distributions are slightly prolate at all mass ratios considered, most 
pronouncedly so for /z < 1. For /z » 1 the distributions are practically 
spherical.
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The simple stopping vs. path length argument of (18, 19) gives <X>/7? = 
0.5 and 0.4, and <zLY2>/<X>2 = 0.333 and 0.429, for m = ± and | respec­
tively. Comparison with Fig. 5 shows that this approach gives rather poor 
results at all mass ratios.

Figure 6 shows third order moments. For a purely gaussian distribution 
the ratio (zEY3)/(zlX2)3/2 would be zero and <Ary2>/(<X>< T2)) = 1. The range 
distribution appears to be more nearly gaussian than the damage distribu­
tion, especially for /z it 1. The same conclusion can be drawn from an 
inspection of fourth order moments, Fig. 7. For a gaussian, one would 
obtain <ZlX4>/<zlX2>2 = <y4>/<y2>2 = 3, and <X2y2>/«X2><y2» = 1. The 
most pronounced deviations from these relations occur in the damage density 
for /z « 1 and zn = y.

In Figs. 8a-c we compare range moments with the corresponding damage 
moments. Fig. 8 a shows that the mean damage depth is consistently smaller 
than the mean projected range. The difference is small except for /z « 1 
and m = where it is a factor of ~ 2. In this case heavy damage is 
created all over the ion path, so that despite energy transport of recoiling 
atoms the ion comes to rest essentially at the far end of the damage cloud, 
while <X> is in the center. This picture is consistent with Fig. 8 b that shows 
that the damage distribution is much broader than the range distribution 
for /z « 1. It may be surprising to see that the opposite is true for // it 1. 
This is obviously because we are considering the damage distribution of 
many events. For /z ~ 1, the ion undergoes large deflections, but mainly 
those in the beginning, where the ion still has much energy to share with 
its collision partners, determine the region where the energy is located, 
while those collisions undergone by the ion toward the end of its slowing 
down still may contribute to range straggling, but not to a broadening of 
the damage distribution. Note that the effect is not very pronounced, about 
a factor of 1.3 in the linear dimensions at the highest mass ratios considered. 
Fig. 8 c shows the same qualitative effect for the transverse extension <y2>, 
except that (Y2)r/(Y2)d goes through a maximum near /z = 2.

Some approximate damage and range distributions are plotted in Figs. 
9-11. Fig. 9 (damage, m = y, /z = 1) compares various methods of fitting. 
Case 1 is the Edgeworth expansion, cases 2 and 3 the linear and quadratic 
fits, and case 4 the non-gaussian. (In this case the exponent ß = 1.49). 
For the Edgeworth and non-gaussian cases the heavy line is ipo, the initial 
approximation.-In the other two it includes the linear or quadratic poly­
nomial as well. The two to four lightly drawn lines include the first cor­
rection terms. The Gram-Charlier expansion is not shown. In it the density 
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Fig. 8 a.

M 2 / M i
Fig. 8 b.
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M2 / M|
Fig. 8 c.

Fig. 8. Ratio between averages over range and damage distributions as a function of mass ratio. 
Dashed line, m = 1/3; Solid line, m = 1/2.
a) First order averages. (X)r = average projected range; (X)d = average damage depth.
b) Second order averages. (ÂX2)r = straggling of projected range; (ZlX2)/) = width of the 

damage depth distribution.
c) Second order averages. {Y2)r = transverse straggling of range distribution; =

transverse width of damage distribution.

had pronounced oscillations, indicating that the fit was poor. In the Edge­
worth expansion the minimum outside the surface deepens and approaches 
the surface as the order of approximation increases, and the tail within 
the target is not well fitted. In the linear and quadratic fits the tail does not 
appear to change with the order of approximation and the minimum out­
side the surface is farther out. Again this minimum moves in with increasing 
order. The non-gaussian curve, case 4, has a narrower peak because with 
ß = 1.49, the tails have greater weight.

Range distributions were all fitted well with the Edgeworth expansion, 
and the exponents ß of case 4 were close to 2.

Figure 10 compares damage and range distributions (zn = y). The 
Edgeworth expansion for damage in 10 a (// = 4) converges reasonably 

4*
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Fig. 9. Damage distribution as a function of depth. In units of R(E). m = j, = 1. Heavy 
line, initial approximation Light lines, higher approximations.
1) Edgeworth series.
2) i/)0 = Gaussian times linear function.
3) t/)0 = Gaussian times quadratic.
4) Non-gaussian, y0 = N'exp(-Ä|£|^), ß = 1.49.
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well; for = 7 (Fig. 10b) the Edgeworth expansion gave no signs of con­
vergence. The gaussian parameters plotted here were obtained by minimizing

20 
co-2 2 cw2(n!)2. 

n = 0

Approximants yo (the heavy line), ipi, y2, and yoo are plotted.
Figure 11 shows isodcnsity contours (contour interval 10% of max-, 

imum density) in the X-Y plane of range and damage for rn = y, = 1, 
The distributions were constructed using the formalism of Appendix C 
with parameters chosen to minimize

/ 20 10
Coo-2 2 cTOo2(m!)2+ 2 Con2(2/1)! 

\m = 0 n = 0

At high densities both distribution functions narrow toward the rear, 
but at low densities they appear to broaden. The maximum of both distri­
butions occurs closer to the surface than the maximum of the corresponding 
depth distributions, especially in case of the range plot. This is consistent 
with increasing lateral spread with increasing depth, as evident from fig. 11.

8. Comparison with Experiment & Computer Simulation
Radiation Damage Measurements

In a previous communication (Sigmund & Sanders, 1967) we attempted 
to compare some results of the theory with experimental radiation damage 
distributions. Sufficient evidence was found to support one of the main 
results of the theory, namely that the average damage depth does not differ 
very much from the average projected ion range (Fig. 8a). There are as 
yet few experimental results on damage distributions*, and several problems 
occur when these are compared with theory.

a) Some experimental techniques, such as those based on the orientation 
dependence of Rutherford scattering (Bøgii, 1968), the change in optical 
reflection (Hines et al., 1960), and the dependence of the sputtering 
yield on prebombardment (MacI)onald et al., 1966a, b) can be used 
only on single crystals. Therefore low-dose bombardment may lead to 
damage distributions that are more or less influenced by channeling 
effects. High-dose bombardment, on the other hand, leads to saturation 
effects of bombardment damage and, in some cases, the distributions

* Note added in proof: Substantial progress has been made since the submission of this 
paper. The reader is referred to the Proceedings of an Int. Conf, on Ion Implantation in Semi­
conductors, Thousand Oaks, Calif., 1970, to be published in Radiation Effects.
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Fig. 10a.
O 2
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Fig. 10. Damage and Range Distributions. Depth in units of -R(F). m = Heavy line, initial 
approximation. Edgeworth series, except 10 b, damage

Gaussian parameters for damage density in Fig. 10b chosen by minimizing weigh­
ted sum of squares of the cn. Base density y>0, y>lt rp2 and y20 shown.
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Fig. 11. Damage and Range isodensity Contours, m = j-, // = 1. Contour interval 10 °/0 of 
maximum. Length in units of R(E').

might change because of radiation-enhanced diffusion. Therefore ex­
periments on single crystals can be used for quantitative comparison 
only when done at sufficiently low doses to prevent saturation effects 
and when the ion beam has not been aligned with a channeling direc­
tion.

b) Physical properties that are affected by ion bombardment damage may 
also be affected by implanted ions. The distinction between the ion 
range and damage distributions appears most direct with the orientation 
dependence of Rutherford scattering (Davies et al., 1967).
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c) Electron microscopy of large defects (Parsons et al., 1964; Merkle, 
1966; Thomas et al., 1969) leads to results that are not necessarily 
comparable with the present theory. First, not all deposited energy 
leads to visible damage. There may be a threshold energy for creating 
visible damage clusters, the value of which is probably in the keV 
region but is not accurately known (Merkle, 1966; Thomas et al., 1969; 
Högberg et al., 1969 a, b). Consequently, the region where visible dam­
age is created need not coincide with the actually damaged region. 
Second, even when polycrystalline samples are irradiated the part of 
the target that is investigated under the microscope is often a crystallite 
of definite (low index) orientation, so that channeling may play a role. 
Third, image-size distributions of damage clusters, which are measured 
more easily than depth distributions (Parsons et al., 1964; Thomas et 
al., 1969), are not comparable to the quantities discussed in the present 
paper, since they concern properties of single collision cascades.*

With these reservations in mind, we find that none of the existing ex­
perimental data can be used for quantitative comparison with our theory. 
However, depth distribution measurements by use of Rutherford scattering 
are being performed currently by several groups.** For a more qualitative 
comparison, we discuss the work of Hines et al. (1960); MacDonald et al. 
(1966a, b), and Norris (1969).

Hines et al. bombarded quartz, with keV heavy rare gas ions at doses 
around 1014 ions/cm2. The effective thickness of the damaged layer was 
determined from optical reflexion measurements and turned out to be largely 
independent of ion dose. One would expect, therefore, that neither satura­
tion effects nor diffusion played a significant role. Table IV shows experi­
mental results and several calculated range and damage quantities. The 
effective layer depth can be estimated from the sum {<æ> + a<Zlæ2>1/2}damage) 
where « is a number of the order of 1 to 2. There is good agreement between 
measured and calculated depths for Ne+ and A+ bombardment, while the 
calculated depths are much smaller than the measured ones for Kr+ and 
Xe+ bombardment. This discrepancy is probably caused by channeling of

♦Note added in proof: Average cluster size is discussed in a forthcoming paper by J. E. 
Westmoreland & P. Sigmund (Radiation Effects, 1970).

** Note added in proof. In three recent papers on damage-depth distributions measured by 
Rutherford-scattering, comparison is made with results of the present paper (E. Bøgh, P. Hø­
gild, & I. Stensgaard, Rad. Eff. 1970; L. C. Feldman & J. W. Rodgers, J. Appl. Phys. 1970; 
F. H. Eisen, B. Welch, J. E. Westmoreland, & J. W. Mayer; Atomic Collision Phenomena in 
Solids (ed. by D. W. Palmer et al.) North Holland 1970 p. 111). W’e also refer to a forthcoming 
paper on depth distributions in the electronic-stopping region by P. Sigmund, M. T. Matthies, 
& D. L. Phillips.
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Table IV. Range and Damage Quantities for Quartz Bombarded with Rare 
Gas Ions. Measured Layer Depth from Measurements of Hines and Arndt 
(1960). In the calculations, SiCL has been approximated by a monatomic 

target with the same density, atomic number 10 and atomic weight 20.

E e <*> <JX2)l/2 <v> <JX2)l/2 Measured

Ion Damage Damage Range Range
Depth

keV Å Å Å Â Å

Ne+ 38.3 1.14 372 229 450 236 740
(m = 1/2) 43.9 1.31 428 264 518 272 850

51.8 1.55 504 310 610 320 950
A+ 22.9 0.422 215 150 259 114 600

(m = 1/2) 38.4 0.706 360 251 434 191 700
59.0 1.087 554 386 666 293 1000

Kr+ 20.3 0.094 84 50 123 41 500
(m = 1/3) 39.7 0.183 131 78 193 64 600

59.0 0.272 171 101 251 83 670
Xe+ 20.3 0.039 75 43 119 32 470

(m = 1/3) 39.4 0.075 117 67 185 50 530
59.0 0.113 154 88 243 65 580

the ions. Note, however, that in pure silicon a dose of 1014 Xe+ ions would 
be sufficient to suppress channeling almost completely (Davies et al., 1964).

MacDonald et al. (1964 a, b) measured the sputtering yield of germanium 
for low energy A+ ions (100-200 eV) as a function of the sputtered layer 
thickness. The targets were pre-bombarded with 500-1000 eV rare gas ions, 
and the sputtering yield was enhanced over the layer thicknesses that cor­
responded to the penetration depths of the pre-bombarded ions. Typical 
pre-bombardmcnt doses were 1016 to 1017 ions/cm2, enough to make the 
target surface amorphous (Parsons, 1965; Mayer et al., 1968). Also, with 
a range of about 20 Å the (calculated) dopant concentration is of the order 
of 1 dopant ion/atom within the penetration depth and, finally, the layer 
thickness sputtered by the pre-bombardment may well be greater than the 
range of the ions. All these factors indicate that the measurements can pro­
vide only a very rough estimate of the damage and penetration depth of 
the pre-bombarded ions, and the good agreement with the calculated depths 
(Sigmund et al., 1967) confirms this. A distinction between range and damage 
distributions does not appear feasible.

Norris (1969) measured depth distributions of vacancy clusters observed 
by stereo electron microscopy in gold and nickel bombarded with 80 to 
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150 keV gold and mercury ions at doses of the order of 1015 ions/cm2. 
Channeling of the ions plays a role but does not appear to be dominant, 
at least not in the target of (112) orientation. The results were compared to 
measured and calculated ion range distributions (for random slowing down) 
and it was found that the average depth of vacancy clusters was smaller 
than one would expect from our Fig. 7 a. The difference is not very pro­
nounced, possibly still within the experimental accuracy. Note that less 
than one cluster is observed per incident ion, and that the average cluster 
diameter is of the order of the average damage depth.

A similar investigation has been carried out by Thomas et al. (1969) 
at lower ion energies (5 to 40 keV) and much smaller ion doses (109 to 
1012 ions/cm2). The measured depth distributions appear to be dominated 
by channeling and dechanneling of the bombarding ions. A comparison 
with these results is, therefore, outside the scope of this paper.

Range Measurements

Although a considerable amount of information on range distributions 
is contained in Tables I—III we do not make a comparison with measured 
range distributions in this paper. There are several reasons for this. First, 
ion ranges are not a main subject of this paper. Second, it has been well 
documented that random-slowing-down theory with the Thomas-Fermi 
cross section predicts ion ranges accurately (Lindhard et al., 1963b; Schiøtt, 
1966, 1968). Third, contrary to radiation damage distributions, range dis­
tributions can be measured very accurately (for recent reviews see Mayer 
& Marsh, 1969; Mayer et al., 1969), and for a quantitative comparison 
an accuracy of at least l()°/o in calculated average range and straggling is 
required. Fig. 4 b shows that the difference betweem the two representative 
cases ni = y and y is usually larger than this limit and, more important, 
electronic stopping is usually not negligible at energies where measurements 
of high relative accuracy can be made. Some results, however, mainly on 
very heavy ions in the elastic stopping region, will be compared with ex­
perimental results elsewhere (Winterbon, 1970).

Computer Simulation

Computer simulation has been used occasionally to calculate ion ranges 
and collision cascades. In the present context we are mainly concerned with 
Monte-Carlo-type computer codes, where collisions are governed by a cross 
section. These calculations are essentially equivalent to ours, provided 
that the cross sections are similar.
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Table V. Comparison Between Range Quantities Found from Computer 
Simulation (Oen et al., 1964) and Analytic Calculation (present work).

a) Straggling in Projected Range, (dX2)1/2/(X).

Ion-Target M2IMX Energy
Range (keV)

Computed
Straggling

From
Fig. 5 

m = 1/2

From
Fig. 5 

m = 1/3

Xe+ - Al 0.20 5 —250 0.25-0.30 0.33 0.30
K+ - Al 0.64 5 -100 0.42-0.47 0.47 0.50
Cu+ - Cu 1.0 1.75-250 0.47-0.54 0.52 0.59
Kr+ - W 2.16 4.5 -250 0.57-0.63 0.66 0.78

b) Transverse Spread (o2)/(X2)

Ion-Target Mass Ratio Computed From Fig. 5 
m = 1/2

From Fig. 5 
m = 1/3

Xe+ - Al 0.20 0.08 0.07 0.09
K+ - Al 0.64 0.18-0.23 0.18 0.24
Cu+ - Cu 1.0 0.28-0.34 0.27 0.36
Kr+ - W 2.16 0.50-0.56 0.48 0.65

The most extensive study of this type has been done by Oen et al. (1963, 
1964), but only range distributions were investigated. It was already pointed 
out in these papers that average ranges calculated for purely elastic scat­
tering agree well with experimental results at sufficiently low ion energies, 
and also with the range-energy formula of Lindhard et al. (1963b), in 
those cases where good agreement is expected. Table V shows a comparison 
between computed straggling data (both longitudinal and transverse) with 
our analytical results. The computer data are based on Thomas-Fermi in­
teraction with neglect of electronic stopping. Most of the computed straggling 
parameters depend slightly on energy, because they are not based on a 
power cross section. One recognizes that this variation with ion energy has 
about the same magnitude as the difference between our results for m = 
and -j-, and the general agreement is excellent. We made this comparison 
only to give an indication of the accuracy with which analytical and Monte- 
Carlo range calculations can agree with each other, provided the input 
parameters are in close enough agreement. Note that a slight difference is 
always expected, especially at low energies, since the interaction potential 
has to be truncated at some finite distance in a Monte-Carlo simulation of 
binary collision events.
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Quite recently, Pavlov et al. (1967) made a series of Monte-Carlo simula­
tions to get both range and damage depth distributions for several ions 
implanted in silicon, for applications in ion-implanted semi-conductors. 
Ion doses were about the same (400-1000 ions for each energy and ion­
target combination) as those of Oen et al. Mostly light ions were used in 
the medium and upper keV region, so that electronic stopping (which was 
taken into account) dominated. While some runs have been made simulating 
arsenic ions bombarding silicon, where electronic stopping is only a minor 
correction at E ~ 50 keV, damage distributions were not recorded in just 
these runs. Hence, only a qualitative comparison is possible for the Al+ - Si 
bombardments, where the ratio between the median ion range and the median 
damage depth turned out to decrease from 1.52 to 1.44 from E = 25 to 
150 keV. This is to be compared with our calculated ratio (x}R/(xyD = 1.25 
for /z 1 and m = y (Fig. 8 a). The difference may be caused by the dif­
ference between median and average penetration depths and/or the fact 
that hard-sphere scattering was assumed in the computations to simulate 
low-energy collisions. The difference between vacancy and interstitial dis­
tributions is considered to be insignificant (Sigmund et al., 1968).

Backscattering of Ions

A very sensitive check on the validity of calculated range distributions 
is the backscattering coefficient a of the implanted ions. Preliminary calcula­
tions (Sigmund, 1968) show that a depends very sensitively on the mass 
ratio /z. The results are in qualitative agreement with experimental data of 
Brown et al. (1963). A joint experimental and theoretical effort to establish 
back-scattering coefficients for a number of ion-target combinations has 
been started.

Sputtering Measurements

The distribution of deposited energy is a key quantity in the theory of 
sputtering. First, the amount of energy deposited outside a target surface 
determines the sputtered energy (Sigmund, 1968) and can be measured 
thermomelrically (Andersen, 1968). Second, the energy deposited in the 
target surface is converted into kinetic energy of a number of slowly moving 
atoms, part of which can get sputtered. The general formula for the sput­
tering yield is (Sigmund, 1969a)

S(æ,E,^) = ÄFQr.E,?/), (97)
Mat.Fys.Medd.Dan.Vid.Selsk. 37, no. 14. 5
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where A is a material constant, x the distance between the bombarded and 
the sputtered surface (for backsputtering x = 0), E the ion energy and rj 
the cosine of the angle of incidence of the beam. F(x,E,rj) is the deposited 
energy distribution for either equal or unequal masses, in the notation of 
eq. (38).

It was shown that eq. (97) can be used successfully to predict sputtering 
ratios for a great number of ion-target combinations and to obtain good 
agreement with experimental results. While extensive use has been made 
of the results of the present paper in the sputtering work, there is no need 
for repeating the results here.

In view of recent thermometric measurements of Andersen (1968, 1970), 
a detailed discussion of the sputtered energy would be desirable. While 
several qualitative predictions of the theory (Sigmund, 1968) were confirmed 
by the experiments, the quantitative agreement is satisfactory for only a 
limited range of mass ratios. More accurate estimates of the sputtering 
efficiency on the basis of the results of the present paper will be reported 
elsewhere (Winterbon, 1970).
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APPENDIX A

Moment Integrals
The first integral in eq. (78) in the equal mass case, has the form

1
7(ct,Z>,Z) = Jd»-1+a(l-Z)~i + bPz((l-C1/2) (Al)

o
so that 7(a,Z>,0) = B(a,b), the beta function and 7(a,Z>,l) = B(a,b +1). Using the 
Legendre polynominal recurrence relation we find

(Z + l)7(a,Z>,Z + l) = (2Z + l)7(a,Z>+f,Z)-Z7(a,Z>,Z-l). (A2)

To evaluate the 7’s from this, the beta functions B(a,b) and B(a,b +|) are calculated, 
and from these the quantities B(a,b + 1), B(a,b + |), B(a,b + 2),.. . are obtained 
using the recursion relation

B(a,Z> + l) = —-B(a,Z>). (A3)
a + b

In the unequal-mass case, the first integral is

V
Iy(a,b,l) = JdZZ-i + ^l-Z)-i + 6Pz((l-Z)i/2 + af(i _/)-i/2) (A4)

o

Now Iy(a,b,o) = By(a,Z>), the incomplete beta function. From the Legendre poly­
nominal recurrence relation, and the obvious relation

Iy(a,b,l) = 7y(a,&-l,Z)-7y(a + l,&-l,Z), (A5)
we find

(Z + 1) 7y(a,Z>,Z + 1) = (2Z + l)[(l-a)7y(a,&+i,Z) + 
aly(a,b -|,Z)J - lly(a,b,l-l).

The required values of the incomplete beta function are generated from the initial 
values By (a, b), By (a, b + |) with the recursion relation

By(a,b + 1) = y«(l - y)*/(a + b) + bBy(a,b)/(a + b)
(b * 0)

(this may be derived by integration by parts and using By(a,b + 1) = By(a,b)— 
ya

By(a + l,b) and, if necessary, By(a,o) = —F(l,a; a + l;y), where F is the hy­
pergeometric function.

(A 7)

(A 6)

5*
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The second integral in eq. (78) is essentially the same in both equal-mass and
unequal-mass cases:

7<zn(a)
1

o
(A 8)

From Erdelyi et al. (1954), p. 313, we have

27ïV2r(2a)

22arla + 1 Zjr(n + 1 + 1/2)
(A 9)

We use the duplication formula for F-functions, (Abramowitz & Stegun, 1964),

to get

from which

and

F(2a) = 22a~1n~1/2r(a)r(a + i),

Ki(a) ____r(a)r(a + V2)
Fla+^Z-ZjF(a + l + 1/2)

K0(a) = 1/a

K^a) = l/(a + 1) 

a — (Z + l)/2Kz + 2(a) = \ -/ Kt(a).
a + 1 + Z/2

(A 10)

(All)

APPENDIX B

Expansions of the Distributions
In this paragraph we derive the coefficients for expansion of depth distribution 

functions in terms of Hermite or more general orthogonal polynomials. Let the 
(unknown) distribution function be F(x), and introduce the new variable

f = a(.r — a), (B1)
so we can write

F(x) = f(£) = y(D J cWiHem(D, (B2)
m = 0

where
v(D = (27t)-i/2exp(-ê2/2). (B3)

We still have the freedom of choosing the parameters oc and a in (Bl).
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We wish to express the cm in terms of the moments vr of F,
CO

dxxr F (x).
— co

Using the orthogonality of the Hermite polynomials we have

n\cn = dl-Hen(£)f(&

dxHen(a(x — a))F(x)

[”/2] n!(-)man-2m 

om!2w(n - 2m)!

n — 2m
2 (’-r2m)(-«)n — 2m-r

r = 0
Jdxxr F(x)

(B4)

(5B)

The integral is vr. Interchanging the order of summation and recognizing the inner 
sum as a Hermite polynomial, we have

cn = 2 (rw)arrrHew_r(-aa). (B6)
n! r = 0

The conditions c/ = 0 reduce to the following:

ci : a — vj = 0
C2'. (a2 — 2avx + V2) oc2 — 1 = 0
C3: (a3 — 3a2i’i + 3ar2 — V3)a2 — 3(a — 1’1) = 0
C4: a4(a4 — 4a3?i + 6a2V2 — 4av^ + v$) — 6a2(a2 — 2avi + V2) + 3 = 0.

In the usual Gram-Charlier expansion one chooses ci = C2 = 0 and therefore a = vi 
and a = Z>-1/2, where b = V2 — ri2. In the C2 = C3 = 0 case,

a = vi + (d/2)1/3, and

a-2 = b + (d/2)2/3, 
where

d = i>i3 + 3&i»i — v$.

In the C3 = C4 = 0 case,
a = + (d/2)1/3 — z, and

a-2 = b + (d/2)2/3 + e, say, 
where

e = z2((d/2)F3 + z/3)/((d/2)V3 + z) 
and z is a root of

d(l + z)2 - 2z3(d/2)4/3(4 + 5z + 2z2 + z3/3) = 0

with Tl = V4 — 4i>3Vi — 3v22 + 12v2ri2 — 6vi4 + 6(d/2)4/3. 
There are two real roots of (B7a), only one of which is useful.

(B7)

(B7a)
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Consider now a non-gaussian distribution:
Let

y(£) = N'exp(-AI^). (B8)

The moments of y> are (y = (2n + 1)//S)

— 00

00
2N' T(r)
—fT IT

Mïn + 1 = 0.

(B9)

We take N' = ßA1/ß/2r(l/ß), so that Mq = 1. We can again write the density as
00

f(£) = 2 cnHn(^y>,
m = 0

where the Hn(J-) are a set of polynomials orthogonal on (-oo,oo), with the weight 
function y(£), chosen so that

Ho = 1,
Hr =
Hn + 1 — £Hn —rnHn_i.

(BIO)

The recurrence coefficients rn are equal to quotients of Gram determinants, as dis­
cussed in Erdelyi et al., 1963.

The norm of the polynomials Hn is (Erdelyi et al., 1963)

Write

J dÇHn\typ(£)
n p n

= n = n ri- 
i=l J 4=1

[n/2]
h n(£) = 2 V^“2m; 

m = 0
from (BIO) we have

hmn = 0, m < 0 or m > n/2

hon = 1

so that

(Bll)

(B12)

The expression for the cn cannot be expressed as concisely as in the gaussian case. 
Proceeding as before, we obtain

n
[n/2]

a 2 W«n-2myn-2m,
nz = 0

(B13)
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where
n

Un = 2 (”)(" a)n-lVi.
i = O

(B14)

We now have three parameters, a, ß, and Äaß. z may without loss of generality 
be chosen to satisfy some criterion of computational ease, but should reduce to 
A = I for ß = 2; in all the calculations done here, 2 was chosen so that ri = 1.

The distribution y>o is unskewed, so we can not demand that Ci = c3 = 0, or, 
more generally, that any two odd coefficients vanish simultaneously.

The only fitting that has been done is the simplest case,

ci = c2 = c4 = 0.
These conditions are

ci: yi = 0
c2: a2z/2 - rx = 0
c4: a4y4 - (ri + r2 + c3)a2y2 + ZV3 = 0,

so that
= ^4 _ 1 

ci y22
with

r2/ri = I\l/ß)I\5/ß)ir\3/ß), from (B14).

(B15a)
(B15b)
(B15c)

(BIG)

(BIG a)

We want also the integral of f outside the target: 

where

0 — aoc

n = 0 n = 0
— 00— 00

r 1 f 00 1 00 L^/^J
dxf(x) = - # 2 cnHn(&y> = - 2 Cn 2 k

J a «/ = 0 x n = 0 w, = 0
lmn In — 2m

m = 0

— aa

In = J d^nN'e~Å^P =
— 00

(- vmn + l/ß,l(ax)ß) 
2r(i/ß)An/ß

(B 17)

(B17a)

and the r in the numerator is the incomplete gamma function (Abramowitz & 
Stegun, 1964).

APPENDIX C

Point-Source distributions
For a point source the distribution function can be studied in three dimensions. 

We begin by comparing moments of the distribution in various co-ordinate systems 
(Fig. 12). We have been calculating the moments

vn = f dxdydzxnFÇr ), (Cl)
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dropping the velocity variable v for the moment. We have written (Cl) as a Legendre 
polynomial series in the angle 0 between beam and surface normal:

[n/2]
vn = M6) = 2(21 + l)A?Pz(cos0) = 2 (2n-4m + l)A”_2wtPw_2ro(cos0) (C2)

m = 0

Moments in the following beam-centred coordinate systems are also used:
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1) rectangular coordinates XYZ:

fn,2m,2l = dXdYdZX” Y^Z^F(r )

2) cylindrical coordinates

(^n,2m = 2?1 dXdçQXno2mF( r)

3) spherical coordinates r,(p,tp:

fmn = 2n drr2d(cosç?)rnFm(cos<p)F( r ).

One relation is trivial:

fn, 2m, 21 =

(C3)

(C4)

(C5)

(C6)

Another is given by Berger and Spencer (1959); in our notation,

1 [n/2] n
fn-2m,2m,0 — / n \ 2 — 4/ + 4)Afl_2lßnml-

\2m) I = 0

By similar methods one can show
[n/2]

-4-71-2771 = 2 (21) fn-2l, 21, 0 xnml■>
I = 0

[n/2]
a>n-2m,2m ~ 2

I = 0

fnI n-2m —

fn-2l(.^n — 41 + l)<xnim

[n/2]
2 ™n-2l,2lßnlm>

I = 0
and

a n =
[n/2] [n/2]
2 (2n- 41 + 4)fn-2i 2 xnmk xnlk >

I = 0 k = 0

where we have written

xnml = 2n -*• S G)
* = 0

(—)i-*(n — 2Zc) ! (n — m — k) 
(m - Zc)!(2n - 2m - 2k + 1)!

and
1

ßnml = ~
[71/2]
2 (kï-21 \mjk = k0

()*-i(2n -21- 2k)l
(k — /) ! (n — 1 — k) ! (n — 2k) !

(C7)

(C8)

(C9)

(CIO)

(Cll)

(C12)

(C13)

with Zco equal to the larger, and k± the smaller, of m and I.
From these moments, for example the con>2p we can construct the density in 

three dimensions, as in Fig. 11, in much the same way as was done in one dimension.
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